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ON A MIXED SUM-DIFFERENCE EQUATION OF
VOLTERRA-FREDHOLM TYPE

B. G. PACHPATTE

ABSTRACT. The main objective of this paper is to study some basic
properties of solutions of a mixed sum-difference equation of Volterra-
Fredholm type. A variant of a certain finite difference inequality with
explicit estimate is obtained and used to establish the results.

1. INTRODUCTION

Let Ry = [0,00),Ng = {0,1,2,...} be the given subsets of R, the set
of real numbers. Let N; [ay, Bi] = {au, o + 1,..., 8}, a4, Bi € No, (o < ;)
i=1,2,...,mand G =[[", N; [o;, ;] . For any function w : G — R, we
denote the m-fold sum over G with respect to the variable y = (y1,...,ym) €
G by

ﬁl ﬁm
dw= D Y wyneYm).
G

Yy1=o1 Ym=0m
Clearly, Y ~w(y) = > qw(x) for z,y € G. Let E = G x Ny and denote by
D (S1,S2) the class of discrete functions from the set S; to the set Sy. We
use the usual convention that empty sums and products are taken to be 0
and 1 respectively and assume that all sums and products involved exist on
the respective domains of their definitions and are finite.
Consider the sum-difference equation of the form:

n—1
w(a,n) = hen) + 3 S F (2.n,y,5,u(y, ). (L1)
s=0 G
for (z,n) € E, where h € D (E,R), F € D (E* x R, R) . The integral ana-
logue of equation (1.1) occur in a natural way while studying the parabolic
equations which describe diffusion or heat transfer phenomena, see [1, p.
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18] and [4,Chapter VI|. For more recent results on Volterra-Fredholm type
sum-difference equations, see [6]. The equation (1.1) appears to be Volterra
type in n, and of Fredholm type with respect to x and hence we view it
as a mixed Volterra-Fredholm type sum-difference equation. Here, we note
that, one can formulate existence result for the solution of equation (1.1)
by modifying the idea employed in [3], see also [2,8]. The main purpose of
this paper is to study some basic properties of solutions of equation (1.1)
under some suitable conditions on the functions involved therein. The anal-
ysis used in the proofs is based on the variant of a certain finite difference
inequality given in [5].

2. A BASIC FINITE DIFFERENCE INEQUALITY

We need the following variant of the finite difference inequality given in
[5, Theorem 1.2.3, p. 13].

Theorem 1. Let u(x,n),a(x,n),b(zx,n),p(x,n) € D(E,Ry). If

n—1
wlan) <ale,n) +b(en) Y S P s)ulys), (1)

s=0 G
for (x,n) € E, then

n—1

u(x,n) §a(m,n)+b(a:,n)22p(y,s)a(y,s)

s=0 G

n—1
< I1 [1+Zp(y,0)b(y,a)}, (2.2)
G

o=s+1
for (z,n) € E.

Proof. Introduce the notation
e(s)=) py.s)ulys). (2.3)
G
Then the inequality (2.1) can be restated as
w(sm) < alz,n)+bzn) S els), (2.4)
for (x,n) € E. Define

n—1

z(n) = Z e(s), (2.5)

s=0
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for n € Ny, then z(0) = 0 and from (2.4) we get
u(z,n) <a(x,n)+b(z,n)z(n), (2.6)
for (z,n) € E. From (2.5), (2.3) and (2.6) we observe that
Az(n)=z(n+1) —z(n) =e(n)

—Zp y,n)u(y,n)
<Zp y:n){a(y,n) +b(y,n)z(n)}

=2(n)Y)_ pyn)by,n)+ Y pyn)alyn).  (27)
G G

Now a suitable application of Theorem 1.2.1 given in [5, p.11] with z(0) =0
to (2.7) yields

n—1 n—1
n) <> > pysalys) [] [1 + Zp y,0 )]- (2.8)
s=0 G o=s5+1
Using (2.8) in (2.6) we get the required inequality in (2.2). O

3. PROPERTIES OF SOLUTIONS

In this section we apply the inequality obtained in Theorem 1 to study
some basic properties of solutions of equation (1.1) under some suitable
conditions on the functions involved therein.

First, we shall give the following theorem concerning the estimate on the
solution of equation (1.1).

Theorem 2. Suppose that the function F in equation (1.1) satisfies the
condition

[F (2, y,8,u)| <b(x,n)p(y, ) [ul, (3.1)

where b,p € D (E,Ry). If u(x,n) is any solution of equation (1.1) on E,
then

n—1
Ju(e,n)| < [h(e,n)| +b(x,n) Y p(y,s) h(y,s)|

s=0 G

I [1+Zp no)bno). 62

o=s+1
for (z,n) € E.
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Proof. Using the fact that u(x,n) is a solution of equation (1.1) and the
condition (3.1) we have

n—1
[u(z,n)] < |h(zn)] + Y |F (@,n,y,8u(y, )|
s=0 G
n—1
< Jh(@n)[+0(z,n) Y Y p(y,s) luly, s)l. (3-3)
s=0 G
Now an application of Theorem 1 to (3.3) yields (3.2). O

In the following theorem we obtain estimate on the solution of equation
(1.1) by assuming that the function F' satisfies the Lipschitz type condition.

Theorem 3. Suppose that the function F in equation (1.1) satisfies the
condition

|F (z,n,y,8,u) — F(z,n,y,5,0)] <b(z,n)p(y,s) |u—ol, (3-4)

where b,p € D (E,Ry). If u(x,n) is any solution of equation (1.1) on E,
then

lu(z,n) —h(z,n)| <a(x,n) +bxn22p (y,s)al(y,

x f[ [1+2p(y,0)b(y,0)}, (3.5)
o=s+1 G

for (x,n) € E, where
n—1

Z’F($7n’y7svh(y,5))’7 (3'6)
G

=0

vl

for (z,n) € E.

Proof. Using the fact that u(xz,n) is any solution of equation (1.1) and the
condition (3.4) we have

n—1
|u(x,n) —h(x,n)| < ZZ |F (x,n,y,s,u(y,s)) — F(z,n,y,s,h(y,s))|

s=0 G
n—1
+ D Y IF (zn,y,5,h(y,s))]
s=0 G
n—1
< al@n) +b@n) 3 S ps) lu () — b (4,9)],
s=0 G

(3.7)
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for (x,n) € E. Now an application of Theorem 1 to (3.7), we get the required
estimation in (3.5). O

Next theorem deals with the uniqueness of solutions of equation (1.1).

Theorem 4. Suppose that the function F in equation (1.1) satisfies the
condition (3.4). Then the equation (1.1) has at most one solution on E.

Proof. Let uy (x,n) and ug (z,n) be two solutions of equation (1.1) on E.
Using this fact and the condition (3.4) we have

n—1
’ul (.’L‘,TL)-UQ (xvn)| < ZZ’F($7nay737u1 (y,s))—F(m,n,y,s,ug (y,s))\
s=0 G
n—1
<bam) S S p )l (08— w (o). (389)

s=0 G

Now a suitable application of Theorem 1 to (3.8) yields |u; (z,n) — ua (x,n)|
< 0, which implies u; (z,n) = ug (x,n). Thus there is at most one solution
to equation (1.1) on E. O

The following theorem deals with the continuous dependence of solution
of equation (1.1) on the functions involved therein. Consider the equation
(1.1) and the corresponding equation

n—1
v(x,n) = h(x,n)+ Z ZF (x,n,y,s,v(y,s)), (3.9)

s=0 G
for (z,n) € E, where h € D (E,R), F € D (E* x R,R) .

Theorem 5. Suppose that the function F in equation (1.1) satisfies the
condition (3.4). Furthermore, suppose that

n—1
}h(l"n)_h(l‘)n)‘ +ZZ ‘F(:E’nayas7v(y7 S))_F(Ivna Y, 5,0 (y,S))‘ <e,

s=0 G

(3.10)

where h, F and h, F' are as in equations (1.1) and (3.9) respectively, ¢ > 0
is an arbitrary small constant and v(xz,n) is a solution of equation (3.9).
Then the solution u(x,n), (z,n) € E of equation (1.1) depends continuously
on the functions involved in equation (1.1).

Proof. Let w (z,n) = |u(z,n) —v(x,n)|,(z,n) € E. Using the facts that
u(z,n) and v(x,n) are the solutions of equations (1.1) and (3.9) and the
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hypotheses we have

w (z,n) < |h(z,n) —h(z,n)|

n—1
+ZZ|F(z,n7y,s,u(y7s))—F(:c,n,y,s,v(y,s))|

s=0 G
n—1
+ZZ}F($,TL,Z/,S,U(:U,S))—F($,n,y,8,v(y,5))|
s=0 G
n—1
<e+b(n)) > ply.s)w(y,s). (3.11)

s=0 G

Now a suitable application of Theorem 1 to (3.11) yields

|u(z,n) = v (z,n)|

n—1 n—1
<[l X X I |1+ Spmobma)]]. 612
s=0 G o=s+1 G

for (z,n) € E. From (3.12) it follows that the solution of equation (1.1)
depends continuously on the functions involved therein.

We next consider the following mixed sum-difference equations of Volterra:
Fredholm type

n—1
z (z,m) :g(x,n)+ZZH(m,n,y,s,z(y,s),u), (3.13)
s=0 G

n—1

z(z,n) =g (x,n)+ ZZH(fv,n, v,8,2(y,8), o), (3.14)

s=0 G
for (x,n) € E, where ¢ € D(E,R), H € D(E2 X R2,R) and u, po are

parameters. O

Finally, we present the following theorem which shows the dependency of
solutions of equations (3.13), (3.14) on parameters.

Theorem 6. Suppose that the function H in equations (3.13), (3.14) satisfy
the conditions

|H (l‘,n, Yy, s,u, ,u) - H(l‘,n, Y, 8,’1),,&)| < b(m,n)p(y, 5) |U - U’? (315)
|H (w,n, Yy, s,u, ,u) - H(J),?’L, Y, s,u, M0)| < C(ya 5) |:u - ,u0| ) (316)
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where b,p,c € D(E,Ry). Let z (z,n) and z2 (z,n) be the solutions of
equations (3.13) and (3.14) respectively. Assume that

iZc(y,s) < M, (3.17)

s=0 @G
where M > 0 is a constant. Then

|21 (2, n) — 22 (2, )]

n—1 n—1
< Mt~ pol [1+b<x,n>zzp<y,s> T [Hzp(y,a)b(y,a)H,
s=0 G o=s+1 G

(3.18)
for (z,n) € E.

Proof. Let z(x,n) = |z1 (x,n) — 22 (x,n)|, (x,n) € E. Using the facts that
z1 (z,n) and z2 (x,n) are the solutions of equations (3.13) and (3.14) and
hypotheses we have

n—1
Z(IL‘,TL) < ZZ’H(xvn’yasazl (y,s),u) _H(manvya'S,ZQ (y,S),,U)|
=0 G
-1

3 o

+ ’H (:Uvnv Y, 8,22 (y7 8) 7/’4) - H (.%', n,y,s,z2 (3/7 3) 7”0)’
G

s=

[e=]

n—1 n—1
<b(z,n) DY > p(Ys) |21 (y,8) =20 (y8) |+ D> ey, ) [—pol

s=0 G s=0 G

n—1
< Mp—pol+b(z,n)> > ply,s)z(y,s). (3.19)

s=0 G

Now an application of Theorem 1 to (3.19) yields (3.18), which shows the
dependency of solutions of equations (3.13) and (3.14) on parameters. [
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