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GENERAL SUMMABILITY FACTOR THEOREMS AND
APPLICATIONS

B. E. RHOADES AND EKREM SAVAS

ABSTRACT. We obtain sufficient and (different) necessary conditions for
the series Y an, which is absolutely summable of order k by a triangular
matrix method A, to be such that ) anA, is absolutely summable of
order k by a triangular matrix B. As corollaries we obtain a number of
inclusion theorems.

In a recent paper the authors [3] obtained sufficient conditions for a series
> ay, which is absolutely summable of order k£ by a weighted mean method
to be such that > a,\, is absolutely summable of order k by a triangular
matrix method. In this paper we establish a more general summability
factor theorem involving two lower triangular matrices. Using these results
we obtain a number of corollaries.

Let T be a lower triangular matrix, {s,} a sequence. Then

n
T, = Z tnySy.
v=0

A series Y ay, is said to be summable |T|g, k > 1 if

oo
> P T, - T |F < oo (1)
n=1

We may associate with T’ two lower triangular matrices T and T as follows:
n
Enu:zztnTa n7l/:071721"'7
r=v

and

by =Ty —ne1py  n=1,23. ..
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With s, 1= Y1 5 Nias.

n n i
Yn 1= Ztnisi = Ztni Z Avay
=0 =0 v=0
n n n
= Z vy Z lni = Z tnvAvay
v=0 1=v v=0

and
n

n
Y, = Yn — Yn—-1 = Z(Enu - Enfl,y)Ayau = anu)\uau- (2)
v=0 v=0

We shall call T" a triangle if T is lower triangular and t,, # 0 for each n.
The notation A, dp, means an, — Gn, 1.

Theorem 1 of this paper represents the first time that two arbitrary tri-
angles have been used in a summability factor theorem for absolute summa-
bility of order k£ > 1. By restricting A and B to be specific matrices we
obtain summability factor theorems for specific classes of matrices, such as
weighted means and the Cesaro matrix of order 1. By setting each \, =1
we obtain a number of inclusion theorems.

The notation A € (|A|g, |B|i) will be used to represent the statement that,
if " ay, is summable |Alg, then Y a, A, is summable |Bl.

Theorem 1. Let {\,} be a sequence of constants, A and B triangles satis-
fying

~ |bnn 1
—0o(—
O P <\)\n|>’
(ii) ‘ann - an—&-l,n‘ = O(|annan+1,n+1’)7

n—1
(i) > 1A (b)) = O(lbrnAnl),
v=0

o0

(IV) Z (n|bnn)‘n|)k71’AV(6nu)\y)| - O(Vkil‘bw,)\,,’k),
n=v+1
n—1 .

) D Ibuullbnp+1dvs1] = O(lbrnAnsl),
v=0

(vi) Z (n|bnn)‘n+1|)k_1|l;n,u+l| = O((V|bw>‘u+1|)k_1))

n=v+1
[e's)

(vii) Y AN X P =0(1),

v=1
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n

00 v—2
(viii) 3 b ‘ S b X
n=1 =0

k
= 0(1)

v=2
where X,,, X; and al,; are defined latter, in formulas (4) and (5).
Then ) € (|Alk, |Ble)-

Proof. If y, denotes the nth term of the B-transform of a sequence {s,},
then

n n i
Yn = Z bnisi = Z bri Z Avay
=0 =0 v=0
n n n
= Z AvQy Z bni = Z l_)nz/)\uaw
v=0 i=v v=0

n—1 ~
Yn—1 = Z bn—l,l/)\yau~
v=0
n ~
Y, =yn —Yn-1= Z bnzz)\zxaw (3)
v=0

where s, = > 1" o \ia;.
Let x,, denote the n-th term of the A-transform of a series  a,,. Then

n
X, =z, — Tp_1 = Z QAnyQy- (4)
v=0

Since A is a triangle, it has a unique two-sided inverse, which we shall
denote by A’. Thus we may solve (4) for a,, to obtain

n
an = Z &/m/XV' (5)
v=0

Substituting (5) into (3) yields

Y, = zn: B’nl/)\lja/l/ = zn: i)nu)\u ( zy: d;zXz>
v=0 v=0 =0
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n— n—1
7 A1 7 N 7 A1
= bnn)\nanan + E an)\VayyXV + § bn,l/-‘rl)\l/-i-lal/—‘—LyXV

v=0 v=0
—2
+ anVA Z ;i X
b o
= anin)\an + Z (bm/)\l/a/m/ + bn,l/-‘rl)‘lf‘f‘ld;/"rla”)XV
nn v=0

n v—2
+) b Y an, X,
v=2 =0

1
bnn g 7 / 7 / 7 /
= —\Xp + 5 (bnu)\uaw, + bn,y+1)\u+1ayy - bn,l/+1 >\V+1ayy

a
nn V=0

+ bn V+1AV+1G’1/+1 v X + Z brv Ay Z i X

v=2
b o A (b
= A X0+ (bn )X,,
Qnn Qyy
v=0
n—1
+ ) bnpridvi(ay, +al ) X, + Z b Ay Zd/iXi‘ (6)
v=0 v=2
Using the fact that
a + PY _ L (auu - au+1,u> (7)
v i ayy Ay+1,0+1 ’
and substituting (7) into (6), we have
n—1

bm/A 7 vy — Yru v
)\ X + Z Xy + Z bn,u—l—l)\u—l-l (%>Xy
=0

QuyQy+1,0+1
7 ~/
+ E by Ay g a,;X;
v=2 1=0

=1p1 + Tn2 + Tn3 + Tn4-
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By Minkowski’s inequality it is sufficient to show that

o
Zn’f—lmi\k < o0, i=1,2,3,4.

n=1

Using (i)

bTLTL

an 1’Tn1|k Z k—1

nn

—o(1) in'f-lrxnr’f — o),

since Y a,, is summable |A|.
Using (i), (iii), (iv) and Hoélder’s inequality,

= k—1 k k 1 bm/)‘
> Tl = !Z
n=1 1

n=

< an 1{2 ’ayy‘71|Au(Bnu)‘V>HXV’}k
v=0

-1
DY [ S b A G 1]
n=1 v=0
00 n—1
D0 (D 1A A (B A 1 )
n=1 v=0

X (nz_:l ‘AV((;HV/\V)‘)k_I
v=0

0o n—1

=0(1) > (lbanAa)* ™ D b Au| 7H 1A (b M) 1 X0 |*

n=1 v=0
o9

63

DY b THXE D (mlban )AL (B h)|
v=1

n=v-+1

1) Z ’bw)‘z”_k‘Xll‘ka_l’bw)‘V‘k
v=1

1) iyk—lpgw = 0(1).
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Using (i), (v), (vi), (vii) and Hélder’s inequality,

a Ay41
znk Tl = znk 1\zbn,,myﬂ(ajyau;:)xy
k
Szn (Z‘bnu—i-l/\u—i-l’ ‘X ‘)

k

Ayy — Qu41,p

VVaV+1 v+1

Z (Z usidnlX])"
(S (B )
v=0 "

||M8 ||M

n—1
1Z|bvu|1 k|bn v || Xy | X
v=0
n—1
~ k—1
X (Z ‘bm/|bn,1/+1)\u+1|)
v=0
0 n—1
= 0(1) Z(n|bnn>‘n+1|)k_1 Z ‘bvu|1_k|bn,u+1||XV)‘V+1‘k
n=1 v=0
(o] [e.¢]
1)2 |bw|17k|’)\u+1”XV|k Z (n|bnn)‘n+1|)k71|bn7u+l|
v=0 n=v+1
o0
1) Z [buu A [ X P b A [

v=0
D> X =0(1).
v=0

From (viii),

00 00 n_o v—2
STl = 30t S b Y al il = 00,
n=1 n=1 v=2 =0
(]

A weighted mean matrix is a lower triangular matrix with entries py /P,
0 <k <mn, where P, := > _,Dk-

Corollary 1. Let A, be a sequence of constants, {pn} a sequence of positive
constants, B a triangle satisfying
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(1) Palbnnl = O(pn/IAnl),

n—1
(i) D~ 1A Aobu)| = OlbanAn]),
v=0

(i) Y (lbanAn ) AL Abn)| = O Abiu[*),
n=v+1
n—1

i) Y buwbnws1dvst| = OlbunAnsa]).
v=0

[e.9]

(v) Z (n|bnn)‘n+1|)k71’i)n,l/+1’ = O((V’bw)‘w—l”kil)'

n=v+1
[e's)

(vi) > A X =0(1).

v=1
Then X € ([N, pals, |Bli)-

Proof. Conditions (i), (iii) - (vii) of Theorem 1 reduce to conditions (i) -
(vi), respectively of Corollary 1.
With A = (N, p,),

a a Dn Pn PnPn+1 - a
nn — Un+ln — 55~ — = = nnln+1n+1,
Pn PnJrl PnPnJrl

and condition (ii) of Theorem 1 is automatically satisfied.

A matrix A is said to be factorable if a,; = b,cy, for each n and k.

Since A is a weighted mean matrix, A is a factorable triangle and, as
has been shown in [4], its inverse is bidiagonal. Therefore condition (viii) of
Theorem 1 is trivially satisfied. ([

Corollary 2. Let A\, be a sequence of constants, {p,} a sequence of positive
constants, A a triangle satisfying

(1) pn/(Palann|) = O(1/[An]),

(11) ‘ann - an+1,n| = O(|annan+1,n+1|)7
n—1

(iii) Z [Ay(APy—1)| = O(Pa—1|Anl),
v=0

) ) 3 () g =o(r (M),
n=v+1 n ntn— v
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e
) Zpu|/\u+1’ = O(Pn—l/\n—i-l);

° _ k-1
. k_1<npn>\n+1)k 1 Dn B O((pr)\l,+1|) )
V1 E n — )

(vii) Y AN X P =0(1),
v=1

(viii) i nk_1<P 5 1) ’VZA P,

n=v+1

A/

= 0(1).

Then A € (|Alk, [N, pulk)-
Proof. With B = (N, p,,), conditions (i) - (viii) of Theorem 1 reduce to

conditions (i) - (viii), respectively of Corollary 2, since
pnP v—1
Pnpn—l

Bnu =

O
Corollary 3. Let g, =1 for each n,{pn} a positive sequence satisfying con-
ditions (iii)-(vi) of Corollary 2,
A
n
oo

(i) Y )X = 0).
v=1

Then A € (|C, 1|k, [N, pulk)-

Proof. With A = (C,1), condition (i) of Corollary 2 becomes condition (i)
of Corollary 3.
Note that

= 0(1),

a a Pn Pn
nn — Un4+1n — 75~ —
Pn Pn+1
_ PnPn+1

PnPnJrl

= GnnOn+1,n+1,

and condition (ii) of Corollary 2 is automatically satisfied.
Since the inverse of (C, 1) is bidiagonal, condition (viii) of Corollary 2 is
automatically satisfied. ([l

Corollary 4. Let {p,} be a positive sequence, ¢, = 1 for each n, satisfying
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o PulAn|
=0(1

(i) 2~ o),

n—1
(i) D 1A (rA)| = O(n|Aal),

v=0

I)\ \k ' Aw[*
(iii) |A, I/)\\Z (1/)’
n= IJ+1

(iv) Z’)‘Vﬁ-l‘— ([ Ant1l),

‘)‘n+1| . |/\V+1’ k=1
(v) n;ln(n—i—l)k_O(( v ) )’
vi) i PN X P =00).
v=1

Then A € ‘vanhca |07 1|/€)
With B = (C, 1), the conditions of Corollary 1 reduce to those of Corollary 4.

We now turn our attention to obtaining necessary conditions.

Theorem 2. Let A and B be two lower triangular matrices with A satisfying

o0

> A" = O(lav ). (8)

n=v+1

Then necessary conditions for A € (Alg,|B|k) are
(1) [bw | = O(law|),

(if) ( Z nk_1|A”(;”V)‘V|k)1/k:O(|avu|7/1_1/k>;

n=v+1
[e's) 00
(i) Y i =0( Y W Manunl).
n=v+1 n=v+1

Proof. For k > 1 define

— {{ai} : Zai is summable |Alk},
= {{bl} : Zbi)‘i is summable \B|k}
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With Y,, and X,, as defined by (3) and (4), the spaces A* and B* are
BK-spaces, with norms given by

k - k—1 k 1/k
lall = {1 Xol* + >° "X "} (9)
n=1
and
R S ST LY
lallz = {[¥ol* + >~ n* 1 e}, (10)
n=1
respectively.

From the hypothesis of the theorem, ||al|; < oo implies that ||a|l2 < oo.
The inclusion map i : A* — B* defined by i(z) = z is continuous, since A*
and B* are BK-spaces. Applying the closed graph theorem, there exists a
constant K > 0 such that

lallz < Kllal|1. (11)
Let e, denote the n-th coordinate vector. From (3) and (4), with {a,}
defined by a, = e, — ent1,n = v, a, = 0 otherwise, we have
0, n < v,
Xn - &ny7 n = V,

Aylny, n>v,
and

0, n <v,
Yn = bm/a n=v,
Ay (b)), n>w.

From (9) and (10),

e}

_ _ R 1/k
lally = {v*Mawl* + 30 w7 Aan )
n=v+1
and
> . 1/k
lalls = {o* o F 4+ 7 N AB
n=v+1

recalling that buy = byy = by
From (11), using (8), we obtain
oo
b AT Y A (DA
n=v+1
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o
SKk<Vk:—1|aW|k:+ Z nk—1|Aydny‘k>
n=v+1

< K* (V" aw | + 01wl

= Ol [F (" +1))
=0 Yau|®).

The above inequality will be true if and only if each term on the left hand
side is O(v*~1|a,,|¥). Using the first term,

kallbw)\yvC = O(l/k71|a,,l,]k),

which implies that |b,, A\, | = O(ayy]), and (i) is necessary.
Using the second term we obtain

( i nft |AV(67W)\V) |k>

n=v+1

1/k
= O(Vl_l/k|av1/|)a

which is condition (ii).
If we now define a,, = e,41 for n = v, a, = 0 otherwise, then, from (3)
and (4) we obtain

Xn _ (37 n < v,
An,pv+1, n>rv,
and
Y, = 0, n<v,
bn7y+1)\l/+1’ n>uv.

The corresponding norms are

i 1/k
lalls = { > 2" Manl*}

n=v+1
and
e . 1/k
Ha\|2:{ > nkfl\bn,u+1>\u+1\k} :
n=v+1
Applying (11),
s . 1/k © 1/k
Z nk71|bn,u+1)\u+1|k} SK{ Z nk71|an,u+1’k} )
n=v+1 n=v+1

which implies condition (iii). O
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Corollary 5. Let B be a lower triangular matriz, {p,} a sequence satisfying

5 () =olik) w

n=v-+

Then necessary conditions for X € (|N,pnlk, |Blx) are
() bl = O( ),

P,
. > _ “ 1/k 1k Dy
(ii) nE A (b X)) P =0 VL),
(> )" o)
o0
(i) Y 0P b dlf = 0(1).
n=v+1

Proof. With A = (N, p,), equation (8) becomes (12), and conditions (i) -
(iii) of Theorem 2 become conditions (i) - (iii) of Corollary 10, respectively.
O

Corollary 6. Let 1 < k < oo, {p,} a positive sequence. Then X\ € (|N,py|,
|B|x) if and only if

(1) ‘bVl/)\y’i = O(yl/kflh

Pv
0 (3 )=o),
(i) ( i n’f—1|z3n,,,+1xy+1|k)” "_ o).
n=v+1

Every summability factor theorem becomes an inclusion theorem by set-
ting each A\, = 1.

Corollary 7. Let A and B be triangles satisfying

. ‘ann| .

bn+1,n - bnn

(i)

—0(1),
bnnbn+1,n+1 ( )

n—1
(iii) Z |Ayany| = O(|annl),
v=0

(iv) Z (n|ann‘)k71‘Avng‘ = O(Vk71|aw/’k)}

n=v+1
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n—1

) Z ’aWHdn,VH‘ = O(lanal),
v=0
o0

(vi) Z (n|ann‘)k_1|&n,1/+l| = O((V’CLWDk_l)}

n= V+1
Vll an 1‘2 nl/Zb X ‘k ()

Then _ ayn, summable |B|y, implies that it is summable |Alx, k > 1.
Corollary 7 is Theorem 1 of [3].

Corollary 8. Let {p,} be a positive sequence, T a nonnegative triangle

satisfying

(1) tni > tng1,, n>141=0,1,...,
(ii) Pntnn = O(pn),

(111) EnO = {n—l,O; n = 1, 2, ceey

n—1

(iv) Ztvu|£n,l/| = O(tun),
v=1
oo

(V) Y (tan)" M AvE| = O,

n=v+1
0o
(vi) Z (ntnn)k_l‘fnw‘ = O((Vtul/)k_l~
n=v+1

Then >~ an summable | N, py | implies Y a,, is summable |T |, k > 1.

Proof. Since each )\, = 1, condition (vi) of Corollary 1 simply states that
3" ay, is summable | N, py |-
Condition (i) of Corollary 1 reduces to condition (ii) of Corollary 6.
Note that

Aufnu = 7§m/ - 7§7’L,1/+1 =1lpy — tn v — En v+l + Enfl v+l
n n—1
:Ztni_ztn 14 — Ztnz+ Ztn 1,3
i=v =V i=v+1 i=v+1

=tny — tn—l,u > 0.
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Therefore, from (i) and (iii) of Corollary 6,

n—1 n—1 n—1 n—1
Z ’Aytny| = Z ‘tm/ - tn—l,y‘ = Ztn—l,u - Ztny
v=0 v=0 v=0 v=0

= tnfl,O —tno + ton = tnm

and condition (ii) of Corollary 1 is satisfied.
Condition (iii) of Corollary 1 reduces to condition (v) of Corollary 6.
Using condition (ii) of Corollary 1, condition (iv) of Corollary 6, and the
fact that condition (iii) of Corollary 6 implies that #,q = 0,

n—1 n—1 n—1
Z tVI/th/-‘rl = Z tVV(tn,V+1 - tnu) + Z tw/tnu
v=0 v=0 v=0

n—1 n—1
= Z tw/|Ayth’ + Z tnl/t'rw - O(tnn)a
v=0 v=0

and condition (iv) of Corollary 1 is satisfied.
Using condition (iv) of Corollary 1 and condition (v) of Corollary 6,

[e.9] o0 o0

Z (ntnn)k_lfn,lﬂrl = Z (ntnn)k_1|Au7§nu| + Z (ntnn)k_lfny
n=v+1 n=v+1 n=v+1
= O((vtw)* 1),
and condition (v) of Corollary 1 is satisfied. O

Remark 1. Corollary 6 is equivalent to the corrected version of the Theo-
rem in [1], which appears in [2].

Corollary 9. Let A and B be two lower triangular matrices, A satisfing

(8). Necessary conditions for Y a, summable |Alx to imply that > ay is
summable |B|y are

(1) [bww| = O(lavu|),

o0
(i) Z nk_1|Aul;nV|k :O(|auu|kyk_1);
n=v+1
o R o
(i) D # M busaf = O( Y 0 Mansalt).
n=v+1 n=v+1

To prove the corollary simply put A, = 1 in Theorem 2.

Corollary 10. Let B be a lower triangular matriz, A a weighted mean
matriz with {pn}ﬁ sequence satisfying (8). Then necessary conditions for
>~ ay, summable [N, py|i to imply that " a, is summable |Bly are
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Py|buu‘ _
bv

[e.9]

0 Y A tAb =0 (v (B)),

n=v+1
[e's)

(i) D Al =0().
n=v+1

(i) o),

To prove the corollary set A, = 1 in Corollary 5.
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