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ABSTRACT. We investigate the global dynamics of the following rational difference equation of second order

\[ x_{n+1} = \frac{Ax_n^2 + Ex_{n-1}}{x_n^2 + f}, \quad n = 0, 1, \ldots, \]

where the parameters \( A \) and \( E \) are positive real numbers and the initial conditions \( x_{-1} \) and \( x_0 \) are arbitrary non-negative real numbers such that \( x_{-1} + x_0 > 0 \). The transition function associated with the right-hand side of this equation is always increasing in the second variable and can be either increasing or decreasing in the first variable depending on the parametric values. The unique feature of this equation is that the second iterate of the map associated with this transition function changes from strongly competitive to strongly cooperative. Our main tool for studying the global dynamics of this equation is the theory of monotone maps while the local stability is determined by using center manifold theory in the case of the nonhyperbolic equilibrium point.

1. INTRODUCTION

In this paper, we investigate the global dynamics of the following difference equation

\[ x_{n+1} = \frac{Ax_n^2 + Ex_{n-1}}{x_n^2 + f}, \quad n = 0, 1, \ldots, \]  

where \( A, E, f \in (0, \infty) \) and where the initial conditions \( x_{-1} \) and \( x_0 \) are arbitrary non-negative real numbers such that \( x_{-1} + x_0 > 0 \).

Equation (1) is a special case of equations

\[ x_{n+1} = \frac{Ax_n^2 + Ex_{n-1} + F}{ax_n^2 + ex_{n-1} + f}, \quad n = 0, 1, 2, \ldots \]
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and
\[ x_{n+1} = \frac{A x_n^2 + B x_n x_{n-1} + C x_{n-1}^2 + D x_n + E x_{n-1} + F}{a x_n^2 + b x_n x_{n-1} + c x_{n-1}^2 + d x_n + e x_{n-1} + f}, \quad n = 0, 1, \ldots . \] (3)

The dynamics of Equation (2) was investigated in [10] and some special cases were considered in [10, 11]. It was shown that Equation (2) has very rich dynamics ranging from global attractivity of the equilibrium to global period doubling bifurcation to non-conservative chaos. Some special cases of Equation (3) have been considered in the series of papers [8–10, 19, 21].

The special case of Equation (1) when \( A = 1 \) and \( E = 0 \), is the well-known sigmoid Beverton-Holt or Thomson equation
\[ x_{n+1} = \frac{x_n^2}{a x_n^2 + f}, \quad n = 0, 1, \ldots , \] (4)
which is used in the modelling of fish populations [25].

Notice that Equation (1) is an example of a rational difference equation with an associated map that is always strictly increasing with respect to the second variable and that changes monotonicity with respect to the first variable, i.e. can be increasing or decreasing depending on the corresponding parametric space. There are not many papers that study in detail the dynamics of second order rational difference equations with quadratic terms that have associated maps that change monotonicity with respect to their parameters (see [12, 13, 19]).

Consider the difference equation
\[ x_{n+1} = f(x_n, x_{n-1}), \quad x_{-1}, x_0 \in I, \quad n = 0, 1, \ldots , \] (5)
where \( f \in C[I \times I, I] \) and \( I \) is some interval of real numbers. Some of our results will be based on the following theorem, see [1, 5].

**Theorem 1.1.** Let \( I \) be a set of real numbers and \( f : I \times I \to I \) be a function which is either non-increasing or non-decreasing in the first variable and non-decreasing in the second variable. Then, for every solution \( \{x_n\}_{n=-1}^{\infty} \) of Equation (5) the subsequences \( \{x_{2n}\}_{n=0}^{\infty} \) and \( \{x_{2n-1}\}_{n=0}^{\infty} \) of even and odd terms of the solution are eventually monotonic sequences.

The consequence of Theorem 1.1 is that every bounded solution of (5) converges to either an equilibrium solution or period-two solution or to the singular point, and the most important question becomes finding the basins of attraction of these solutions as well as any unbounded solutions. The answer to this question follows from the theory of monotone maps in the plane. As we have shown in a sequence of previous papers the boundaries of the basins of attraction of locally asymptotically stable equilibrium solutions or period-two solutions are the global stable manifolds of neighboring saddle points or stable type non-hyperbolic equilibrium solutions or period-two solutions, see [2–4, 16]. The major difference between the cases when \( f(u, v) \) is non-decreasing in \( u \) and when \( f(u, v) \) is non-increasing in \( u \), is the
orientation of the stable manifolds, which are decreasing functions in the first case and increasing functions in the second case. Consequently, one may assume that all solutions of such difference equation will eventually enter an invariant interval where \( f(u,v) \) has specific monotonic behavior with respect to \( u \). In other words, the existence of solutions which oscillate between the regions where the function \( f(u,v) \) changes monotonicity with respect to \( u \) seems to be not feasible. In this paper we give an example of such a case when \( E = f \) and study the global dynamics of that case by using semicycle analysis [14, 15].

By using center manifold theory we investigate the local stability of nonhyperbolic equilibrium points (similar to that in [6, 15, 22, 23]). Our investigation of the global dynamics of Equation (1) makes use of the theory of monotone maps (see [7, 16–18, 20, 24]) since we show that in all cases except \( E = f \), all solutions of Equation (1) will eventually be attracted to an invariant interval where the transition function \( f(u,v) \) is either increasing in both variables or decreasing in the first and increasing in the second variable. As we know from [4, 7, 16] the second iterate \( T^2 \) of the map associated with Equation (5) will be either strongly cooperative or competitive. This fact has been used to obtain several global dynamics results for this type of second order difference equation. For the sake of completeness we list two such results from [7]:

**Theorem 1.2.** Let \( I \subset \mathbb{R} \) be an interval. Consider the Eq. (5) where \( f(x,y) : I \times I \to I \) is continuous. Suppose that:

1. \( f(\text{int} I \times \text{int} I) \subset \text{int} I \), and \( f(x,y) \) is strictly decreasing in \( x \) and strictly increasing in \( y \) in \( \text{int} I \times \text{int} I \).
2. There exists an equilibrium point \( \bar{x} \in \text{int} I \) and the region of initial conditions \( (Q_1(\bar{x},\bar{x}) \cup Q_3(\bar{x},\bar{x})) \cap \text{int} I \times \text{int} I \) contains no period-two solutions or equilibria other than \((\bar{x},\bar{x})\). In addition, \( f \) is continuously differentiable on a neighborhood of \( \bar{x} \) and \( \bar{x} \) is a saddle.

Then the global stable manifold of the equilibrium \( \mathcal{W}^s(\bar{x},\bar{x}) \) is a curve in \( I \times I \) which is the graph of a continuous and increasing function that passes through \((\bar{x},\bar{x})\) and that has endpoints in \( \partial (I \times I) \). Furthermore,

1. If \( I \) is compact or if there exists a compact set \( \mathcal{K} \subset I \) such that \( f(I \times I) \subset \mathcal{K} \), then there exist minimal-period two solutions \((\phi,\psi)\) and \((\psi,\phi)\).
2. If minimal period two solutions \((\phi,\psi)\) and \((\psi,\phi)\) exist in \( Q_2(\bar{x},\bar{x}) \cap I \times I \) and \( Q_4(\bar{x},\bar{x}) \cap I \times I \) respectively, and if they are the only minimal period-two solutions there, then every solution \( \{x_n\} \) with initial condition in the complement of the global stable manifold of the equilibrium is attracted to one of the period-two solutions. That is, whenever \( x_n \to \bar{x} \), either \( x_{2n} \to \phi \) and \( x_{2n+1} \to \psi \), or \( x_{2n} \to \psi \) and \( x_{2n+1} \to \phi \).
3. If there are no minimal period-two solutions in \( I^2 \), then every solution \( \{x_n\} \) of Eq. (5), with initial condition in \( \mathcal{W}^- \) is such that the subsequence \( \{x_{2n}\} \) eventually leaves any given compact subset of \( I \), and every solution \( \{x_n\} \) of Eq.
Theorem 1.3. Consider Equation (5) where $f$ is a continuous function and $f$ is decreasing in first argument and increasing in its second argument. Assume that $\bar{x}$ is a unique equilibrium point which is locally asymptotically stable and assume that $(\phi, \psi)$ and $(\psi, \phi)$ are minimal period-two solutions which are saddle points such that

$$(\phi, \psi) \preceq_{se} (\bar{x}, \bar{x}) \preceq_{se} (\psi, \phi).$$

Then the basin of attraction $B((\bar{x}, \bar{x}))$ is the region between the global stable manifolds $W_s((\phi, \psi))$ and $W_s((\psi, \phi))$. More precisely

$$(\bar{x}, \bar{x})) = \{(x, y) : \exists y_u, y_l : y_u < y < y_l, (x, y) \in W^u((\phi, \psi)), (x, y_u) \in W^u((\psi, \phi))\}.$$

The basins of attraction $B((\bar{x}, \bar{x})) = W^s((\phi, \psi))$ and $B((\psi, \phi)) = W^s((\psi, \phi))$ are exactly the global stable manifolds of $(\phi, \psi)$ and $(\psi, \phi)$.

If $(x_{-1}, x_0) \in W^u((\phi, \psi))$ or $(x_{-1}, x_0) \in W^u((\phi, \psi))$ then $T^n((x_{-1}, x_0))$ converges to the other equilibrium point or to the other minimal period-two solutions or to the boundary of the region $I \times I$.

Remark 1.1. The analogous results hold in the case where $f(u, v)$ is increasing in both arguments with the only change being that the orientations of the stable and unstable manifolds are reversed, that is the stable manifolds are decreasing functions while the unstable manifolds are increasing functions, see [3, 4].

Remark 1.2. The dynamics of Equation (1) can be described in terms of bifurcation theory as the parameter $E - f$ passes through several critical values. The first critical value is $-A^2/4$ where transcritical bifurcation occurs and two additional fixed points $\bar{x}_- < \bar{x}_+$ appear. The second critical value is 0 where two fixed points $\bar{x}_-$ and 0 coincide and the zero fixed point changes in local stability from locally asymptotically stable to repeller. The third critical value is $3A^2/4$ where the locally asymptotically stable period-two point $(\phi, \psi)$ appears and the positive fixed point changes in local stability from locally asymptotically stable to saddle point, giving an example of period-doubling bifurcation. The fourth critical value is $A^2$ where the period-two point $(\phi, \psi)$ disappears.

2. Linearized Stability Analysis

In this section, we present the local stability of the equilibrium points of Equation (1). The equilibrium points of Equation (1) are the positive solutions of the equation

$$\bar{x} = \frac{Ax^2 + Ex}{x^2 + f},$$

or equivalently

$$\bar{x}(\bar{x}^2 - Ax - (E - f)) = 0,$$

from which we obtain

$$\bar{x}_1 = 0,$$
and
\[ \bar{x}_\pm = \frac{A \pm \sqrt{A^2 + 4(E - f)}}{2}, \]
where \( \bar{x}_+ > 0 \) if \( E \geq f - \frac{1}{4}A^2 \) and \( \bar{x}_- > 0 \) when \( f - \frac{1}{4}A^2 < E < f \) or \( 0 < E = f - \frac{1}{4}A^2 \).

The existence of the equilibrium points of Equation (1) is cataloged in Table 1.

Now, set
\[ f(u, v) = Au^2 + Ev. \]

Then Equation (1) has a linearized equation
\[ z_{n+1} = pz_n + qz_{n-1}, \]
where
\[ \frac{\partial f}{\partial u} = 2u(Af - vE) \quad \text{and} \quad \frac{\partial f}{\partial v} = E(u^2 + f). \]

Lemma 2.1. The equilibrium point \( x_1 = 0 \) of Equation (1) is:

i) locally asymptotically stable if \( E < f \),
ii) a repeller if \( E > f \),
iii) a nonhyperbolic point if \( E = f \).

Proof. Since
\[ p = \frac{\partial f}{\partial u}(0, 0) = 0, \quad q = \frac{\partial f}{\partial v}(0, 0) = \frac{E}{f}, \]
from the corresponding characteristic equation \( \lambda^2 - p\lambda - q = 0 \) we obtain \( \lambda_{1,2} = \pm \sqrt{\frac{E}{f}} \). Then
\[ |\lambda_{1,2}| \begin{cases} < & \text{if } E < f, \\ > & \text{if } E > f. \end{cases} \]

The partial derivatives at a positive equilibrium point \( \bar{x} \) satisfy:
\[ \begin{cases} p = \frac{\partial f}{\partial u}(\bar{x}, \bar{x}) = \frac{(\bar{x}^2 - f)(Af - vE)}{(\bar{x}^2 + f)}, \\ q = \frac{\partial f}{\partial v}(\bar{x}, \bar{x}) = \frac{E}{\bar{x}^2 + f}. \end{cases} \tag{8} \]

Lemma 2.2. The equilibrium point \( x_+ \) of Equation (1) is:

i) a nonhyperbolic point if \( 0 < E = f - \frac{1}{4}A^2 \) (when \( \bar{x}_- = \bar{x}_+ = \frac{A}{2} \)) or \( E = f + \frac{3}{4}A^2 \) (when \( \bar{x}_- = \bar{x}_+ = \frac{3A}{2} \)),
ii) locally asymptotically stable if \( 0 \leq f - \frac{1}{4}A^2 < E < f \) or \( E = f \) or \( f < E < f + \frac{3}{4}A^2 \),
iii) a saddle point if \( f + \frac{3}{4}A^2 < E. \)

Proof. Notice that \( 0 < 1 - q = \frac{f - E + \bar{x}^2}{f + \bar{x}_+^2} < 2 \).

i) If \( E = f - \frac{A^2}{4} \) then for \( \bar{x}_+ = \frac{A}{2} \) we have that
\[ p = \frac{2(f - E)}{f + x_+^2} = \frac{2\left(\frac{A^2}{4}\right)}{f + \left(\frac{A}{2}\right)^2} = \frac{2A^2}{4f + A^2}, \]
\[ q = \frac{E}{x_+ + f} = \frac{E}{\left(\frac{A}{2}\right)^2 + f} = \frac{4E}{4f + A^2} = \frac{4f - A^2}{4f + A^2}, \]
and the corresponding characteristic equation has the following form
\[ (\lambda - 1) \left( (A^2 + 4f) \lambda - A^2 + 4f \right) = 0, \]
from which
\[ \lambda_1 = 1, \quad -1 < \lambda_2 = \frac{A^2 - 4f}{A^2 + 4f} < 0. \]
This means that the equilibrium point \( x_+ = \frac{A}{2} \) is nonhyperbolic of the stable type.

Suppose that \( E = f + \frac{A^2}{2} \). Then \( x_+ = \frac{3A}{2} \) and
\[ |p| = |1 - q| \iff x_+^2 = 3(E - f) \iff E = f + \frac{3}{4}A^2. \]

ii) If \( 0 \leq f - \frac{1}{4}A^2 < E < f \), then
\[ |p| < 1 - q \iff \frac{2(f - E)}{f + x_+^2} < \frac{f - E + x_+^2}{f + x_+^2} \iff x_+^2 > f - E, \]
which is true because
\[ x_+^2 = \left( A + \sqrt{A^2 + 4(E - f)} \right)^2 > \frac{A^2}{4} > f - E. \]

If \( f = E \), then \( x_+ = A \) and
\[ p = \frac{2(f - E)}{f + x_+^2} = 0, \quad q = \frac{E}{x_+^2 + f} = \frac{E}{A^2 + E}, \]
so that \( 1 - q = 1 - \frac{E}{A^2 + E} = \frac{A^2}{A^2 + E} < 2. \)

Assume that \( f < E < f + \frac{3}{4}A^2 \). Then
\[ |p| < 1 - q \iff \frac{2(E - f)}{f + x_+^2} < \frac{x_+^2 + f - E}{x_+^2 + f} \]
\[ \iff x_+^2 > 3(E - f) \iff A^2 + 2A\sqrt{A^2 + 4(E - f)} + A^2 + 4(E - f) > 12(E - f) \]
\[ \iff A\sqrt{A^2 + 4(E - f)} > 4(E - f) - A^2 \iff A^4 + 4A^2(E - f) > (4(E - f) - A^2)^2 \]
\[ \iff (E - f)(4f - 4E + 3A^2) > 0 \iff E < f + \frac{3}{4}A^2. \]

iii) If \( f + \frac{3}{4}A^2 < E \), then (similarly as in ii))
$|p| > 1 - q \iff \frac{2(E - f)}{f + \overline{\lambda}_+^2} > \frac{\overline{\lambda}_+^2 + f - E}{\overline{\lambda}_+^2 + f}$

$\iff \overline{\lambda}_+^2 < 3(E - f) \iff A^2 + 2A\sqrt{A^2 + 4(E - f)} + A^2 + 4(E - f) < 12(E - f)$

$\iff 4(E - f)(4f - 4E + 3A^2) < 0 \iff f + \frac{3}{4}A^2 < E. \quad \square$

**Lemma 2.3.** The equilibrium point $\overline{\lambda}_+$ of Equation (1) is:

i) a nonhyperbolic point if $0 < E = f - \frac{1}{4}A^2$ (when $\overline{\lambda}_+ = \overline{\lambda}_+ = \frac{1}{4}$) or $E = f$(when $\overline{\lambda}_+ = \overline{\lambda}_+ = 0$).

ii) a saddle point if $0 \leq f - \frac{1}{4}A^2 < E < f$.

iii) a repeller if $f < E < f + \frac{3}{4}A^2$ (when is $\overline{\lambda}_+ = \overline{\lambda}_+ = 0$).

**Proof.** i) This was shown in the proofs of Lemmas 2.1 and 2.2.

ii) Assume that $0 \leq f - \frac{1}{4}A^2 < E < f$, then

$|p| > |1 - q| \iff \frac{2(f - E)}{f + \overline{\lambda}_+^2} > \frac{f - E + \overline{\lambda}_+^2}{f + \overline{\lambda}_+^2} \iff \overline{\lambda}_+^2 < f - E$

$\iff \left(A - \sqrt{A^2 + 4(E - f)} \right) < 4(f - E)$

$\iff A^2 + 4(E - f) < A \sqrt{A^2 + 4(E - f)}$

$\iff (E - f) (A^2 - 4f + 4E) < 0,$

which is true when $0 \leq f - \frac{1}{4}A^2 < E < f$.

iii) If $f < E < f + \frac{3}{4}A^2$, then $\overline{\lambda}_+ = 0$ and is a repeller. This was shown in the proof of Lemma 2.1. \square

<table>
<thead>
<tr>
<th>The conditions</th>
<th>The equilibrium points</th>
<th>P2-solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) $0 &lt; E &lt; f - \frac{1}{4}A^2$</td>
<td>$\overline{\lambda}_+ = 0$ (LAS)</td>
<td>-</td>
</tr>
<tr>
<td>2) $0 &lt; E = f - \frac{1}{4}A^2$</td>
<td>$\overline{\lambda}_1 = 0$ (LAS)</td>
<td>$\overline{\lambda}_+ = \frac{1}{2}$</td>
</tr>
<tr>
<td>3) $0 \leq f - \frac{1}{4}A^2 &lt; E &lt; f$</td>
<td>$\overline{\lambda}_1 = 0$ (SP)</td>
<td>$\overline{\lambda}_+ = \frac{1}{2}$</td>
</tr>
<tr>
<td>4) $E = f$</td>
<td>$\overline{\lambda}<em>1 = \overline{\lambda}</em>+ = 0$ (NH, $\lambda_{1,2} = \pm 1$)</td>
<td>-</td>
</tr>
<tr>
<td>5) $f &lt; E &lt; f + \frac{1}{4}A^2$</td>
<td>$\overline{\lambda}<em>1 = \overline{\lambda}</em>+ = 0$ (R)</td>
<td>$\overline{\lambda}_+ &gt; A &gt; \frac{A^2}{2}$</td>
</tr>
<tr>
<td>6) $E = f + \frac{1}{4}A^2$</td>
<td>$\overline{\lambda}_1 = 0$ (R)</td>
<td>$\overline{\lambda}_+ &gt; A &gt; \frac{A^2}{2}$</td>
</tr>
<tr>
<td>7) $f + \frac{1}{4}A^2 &lt; E &lt; f + A^2$</td>
<td>$\overline{\lambda}_1 = 0$ (R)</td>
<td>$\overline{\lambda}_+ &gt; A &gt; \frac{A^2}{2}$</td>
</tr>
<tr>
<td>8) $E \geq f + A^2$</td>
<td>$\overline{\lambda}_1 = 0$ (R)</td>
<td>$\overline{\lambda}_+ &gt; A &gt; \frac{A^2}{2}$</td>
</tr>
</tbody>
</table>

Table 1: Existence and local stability of equilibrium and period-two solutions.
3. Period-Two Solutions

In this section, we investigate the existence and the local stability of the minimal period-two solution of Equation (1).

**Theorem 3.1.** If \( f + \frac{3}{4}A^2 < E < f + A^2 \), then Equation (1) has the minimal period-two solution

\[ \{ \ldots, \phi, \psi, \phi, \psi, \ldots \}, \quad (\phi \neq \psi \text{ and } \phi > 0 \text{ and } \psi > 0), \tag{9} \]

where

\[ \phi = \frac{(E-f) \left( A - \sqrt{4(E-f)-3A^2} \right)}{2(f-E+A^2)}, \quad \psi = \frac{(E-f) \left( A + \sqrt{4(E-f)-3A^2} \right)}{2(f-E+A^2)}. \tag{10} \]

**Proof.** Assume that \( \{ \ldots, \phi, \psi, \phi, \psi, \ldots \} \) is a minimal period-two solution of (1) with \( \phi, \psi \in [0, +\infty) \) and \( \phi \neq \psi \). Then

\[ \phi = \frac{A\psi^2 + E\phi}{\psi^2 + f}, \quad \psi = \frac{A\phi^2 + E\psi}{\phi^2 + f}, \]

from which

\[ \phi (\psi^2 + f) = A\psi^2 + E\phi, \tag{11} \]

\[ \psi (\phi^2 + f) = A\phi^2 + E\psi. \tag{12} \]

By subtracting (12) from (11) we have

\[ (\phi - \psi) (f - \phi\psi - E + A\phi + A\psi) = 0, \]

i.e.,

\[ f - \phi\psi - E + A (\phi + \psi) = 0. \tag{13} \]

Similarly, by adding (12) to (11) we obtain

\[ (\phi + \psi) (f + \phi\psi - E - A (\phi + \psi)) + 2A\phi\psi = 0. \tag{14} \]

If we denote that \( \phi + \psi = s (> 0) \) and \( \phi\psi = t (> 0) \), then from (13) and (14):

\[ f - E = t - As, \]

\[ s (f + t) = sE + As^2 - 2At, \]

which implies that

\[ s (f - E + A^2) = A (E - f). \]

Now,

i) if \( f = E \), then \( s = t = 0 \), which means that there is no minimal period-two solution;

ii) if \( f > E \), then \( s < 0 \), and there is no positive minimal period-two solution;

iii) if \( f < E \), then for \( E < f + A^2 \)

\[ s = \frac{A (E-f)}{f-E+A^2} > 0, \quad t = f-E+A \left( \frac{A (E-f)}{f-E+A^2} \right) = \frac{(f-E)^2}{f-E+A^2} > 0, \]
and
\[ \phi + \psi = \frac{A(E - f)}{f - E + A^2} = s, \quad \phi \psi = \frac{(f - E)^2}{f - E + A^2} = \frac{E - f}{A} s, \]
from which
\[ \phi = \frac{1}{2} s - \frac{1}{2} \sqrt{\frac{s - \frac{4(E - f)}{A}}{s}}, \quad \psi = \frac{1}{2} s + \frac{1}{2} \sqrt{\frac{s - \frac{4(E - f)}{A}}{s}}, \]
i.e.,
\[ \phi = \frac{(E - f) \left( A - \sqrt{4(E - f) - 3A^2} \right)}{2(f - E + A^2)} > 0, \quad \psi = \frac{(E - f) \left( A + \sqrt{4(E - f) - 3A^2} \right)}{2(f - E + A^2)} > 0, \]
for
\[ f + \frac{3}{4} A^2 < E < f + A^2. \]

**Lemma 3.2.** If \( f + \frac{3}{4} A^2 < E < f + A^2 \), then
\[ \psi > \phi > A > \frac{Af}{E}. \]

**Proof.** Indeed i)
\[ \phi = \frac{(E - f) \left( A - \sqrt{4(E - f) - 3A^2} \right)}{2(f - E + A^2)} > A \]
\[ \iff (E - f) \left( A - \sqrt{4(E - f) - 3A^2} \right) > 2A(f - E + A^2) \]
\[ \iff -(E - f) \left( \sqrt{4(E - f) - 3A^2} \right) > A(3f - 3E + 2A^2) \]
\[ \iff (E - f) \left( \sqrt{4(E - f) - 3A^2} \right) < A(-3f + 3E - 2A^2) \]
\[ \iff (E - f)^2 (4(E - f) - 3A^2) < A^2 \left( -3f + 3E - 2A^2 \right)^2 \]
\[ \iff (E - f)^2 (4(E - f) - 3A^2) - A^2 \left( -3f + 3E - 2A^2 \right)^2 < 0 \]
\[ \iff -4(f - E + A^2)^3 < 0, \]
which is true if \( E < f + A^2 \).

ii)
\[ \phi < \phi = \frac{A + \sqrt{A^2 + 4(E - f)}}{2} \iff \frac{(E - f) \left( A - \sqrt{4(E - f) - 3A^2} \right)}{2(f - E + A^2)} < \frac{A + \sqrt{A^2 + 4(E - f)}}{2} \]
\[ \iff (E - f) \left( A - \sqrt{4(E - f) - 3A^2} \right) < (f - E + A^2) \left( A + \sqrt{A^2 + 4(E - f)} \right) \]
\[
\Leftrightarrow A (2 (E - f) - A^2) < (f - E + A^2) \sqrt{A^2 + 4 (E - f) + (E - f)} \sqrt{4 (E - f) - 3A^2}
\]
\[
\Leftrightarrow 4 (E - f) - 3A^2 < \sqrt{(A^2 + 4 (E - f)) (4 (E - f) - 3A^2)}
\]
\[
\Leftrightarrow 4A^2 (4f - 4E + 3A^2) < 0,
\]
which is true because \( f + \frac{3}{4} A^2 < E. \)

iii) \[
\begin{align*}
\mathcal{X}_n = \frac{A + \sqrt{A^2 + 4 (E - f)}}{2} & < \psi \Leftrightarrow \frac{A + \sqrt{A^2 + 4 (E - f)}}{2} < \frac{(E - f) (A + \sqrt{A^2 + 4 (E - f) - 3A^2})}{2 (f - E + A^2)} \\
& \Leftrightarrow (f - E + A^2) \sqrt{A^2 + 4 (E - f)} < A (2 (E - f) - A^2) + (E - f) \sqrt{4 (E - f) - 3A^2}
\end{align*}
\]
\[
\Leftrightarrow 2A^2 (f - E) (4 (E - f) - 3A^2) < 2A (2 (E - f) - A^2) (E - f) \sqrt{4 (E - f) - 3A^2},
\]
which is true because \( f + \frac{3}{4} A^2 < E < f + A^2. \)

By the substitution \( x_{n-1} = u_n, \ x_n = v_n, \) Equation (1) becomes the system of equations

\[
\begin{align*}
u_{n+1} &= v_n \\
v_{n+1} &= \frac{A v_n^2 + E u_n}{v_n + f}
\end{align*}
\]

(15)

The map \( T \) corresponding to Equation (15) is of the form

\[
T \begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} v \\ h(v,u) \end{pmatrix},
\]

(16)

where \( h(v,u) = \frac{A v^2 + E u}{v^2 + f}. \) Since \( (\psi, \phi) \) and \( (\phi, \psi) \) are the fixed points of the second iteration \( T^2 = T \circ T \) of the map \( T, \) i.e.,

\[
T^2 \begin{pmatrix} u \\ v \end{pmatrix} = T \begin{pmatrix} v \\ h(v,u) \end{pmatrix} = \begin{pmatrix} h(v,u) \\ H(v,u) \end{pmatrix},
\]

(17)

where

\[
H(v,u) = \frac{A h^2(v,u) + E v}{h^2(v,u) + f},
\]
the Jacobian matrix of the map \( T^2 \) is of the form

\[
J_{T^2}(u,v) = \begin{pmatrix} \frac{\partial h(v,u)}{\partial u} & \frac{\partial h(v,u)}{\partial v} \\ \frac{\partial H(v,u)}{\partial u} & \frac{\partial H(v,u)}{\partial v} \end{pmatrix}.
\]

Since,
By Lemma 3.2 we have

\[
\begin{align*}
\frac{\partial h}{\partial u} &= \frac{E}{\nu^2 + f}, \quad \frac{\partial h}{\partial v} = 2v \frac{A f - u E}{(\nu^2 + f)^2}, \\
\frac{\partial H}{\partial u} &= \frac{\partial (h(\psi, \phi))}{\partial u} \frac{2h(\psi, \phi)}{(h^2(\psi, \phi) + f^2)^2}, \\
\frac{\partial H}{\partial v} &= \frac{\partial (h(\psi, \phi))}{\partial v} \frac{2h(\psi, \phi)}{(h^2(\psi, \phi) + f^2)^2} + \frac{E}{h^2(\psi, \phi) + f^2}.
\end{align*}
\]

and

\[
\begin{align*}
\phi &= A\psi^2 + E\phi, \\
\psi &= A\phi^2 + E\psi, \\
h(\psi, \phi) &= \frac{A\nu^2 + Eu}{\nu^2 + f},
\end{align*}
\]

we obtain

\[
h(\psi, \phi) = \frac{A\psi^2 + E\phi}{\psi^2 + f} = \phi.
\]

By Lemma 3.2 we have

\[
\begin{align*}
\frac{\partial h}{\partial u} &= \frac{E}{\psi^2 + f} > 0, \\
\frac{\partial h}{\partial v} &= \frac{2\psi(A f - \phi E)}{(\psi^2 + f)^2} < 0, \\
\frac{\partial H}{\partial v} &= \frac{2\psi(A f - \phi E)}{(\psi^2 + f)^2} \frac{2\phi(A f - \psi)}{(\phi^2 + f)^2} + \frac{E}{\phi^2 + f} > 0,
\end{align*}
\]

It follows that the Jacobian matrix of the map \(T^2\) at the point \((\psi, \phi)\) is of the form

\[
J_{T^2} \left( \begin{array}{c} \psi \\ \phi \end{array} \right) = \left( \begin{array}{cc} \frac{E}{\psi^2 + f} & \frac{2\psi(A f - \phi E)}{(\psi^2 + f)^2} \\ \frac{2\psi(A f - \phi E)}{(\psi^2 + f)^2} & \frac{2\phi(A f - \psi)}{(\phi^2 + f)^2} + \frac{E}{\phi^2 + f} \end{array} \right).
\]

The corresponding characteristic equation is

\[
\lambda^2 - p\lambda + q = 0,
\]

where

\[
\begin{align*}
p &= \text{Tr} J_{T^2}(\psi, \phi) = \frac{E}{\psi^2 + f} + \frac{2\psi(A f - \phi)}{(\phi^2 + f)^2} > 0, \\
q &= \text{Det} J_{T^2}(\psi, \phi) = \frac{E^2}{(f + \psi^2)(\phi^2 + f)} > 0,
\end{align*}
\]

since \(A f - \phi E = (A - \phi)(\psi^2 + f)\) and \(A f - \psi E = (A - \psi)(\phi^2 + f)\) by Lemma 3.2.
Theorem 3.3. If \( f + \frac{3}{4}A^2 < E < f + A^2 \), then the minimal period-two solution (9) of Equation (1) is locally asymptotically stable.

Proof. i) By Lemma 3.2 we have that

\[
1 + q < 2 \iff \frac{E^2}{(f + \psi^2)(f + \phi^2)} < 1 \iff \frac{E^2}{(f + \Psi^2)(f + \Phi^2)} < \frac{E^2}{(f + A^2)(f + A^2)} < 1
\]

\[
\iff E^2 - (f + A^2)^2 = (E - f - A^2)(E + f + A^2) < 0,
\]

which is true because \( E < f + A^2 \).

ii) Since

\[
p = \frac{E}{\psi^2 + f} + \frac{E}{\phi^2 + f} + \frac{4\Phi\Psi(Af - \Phi E)(Af - E\Psi)}{(\psi^2 + f)^2(\phi^2 + f)^2}
\]

\[
e^2 \left(2f + (\phi + \Psi^2 - 2\phi\Psi)\right) + \frac{4\Phi\Psi(A^2 f^2 + E^2 \phi E - Af E (\phi + \Psi))}{(f + \Psi^2)(f + \Phi^2)}
\]

\[
= E^2 \left(\frac{A(E - f)}{f + E + A^2}\right)^2 - 2\left(\frac{(f - E)^2}{f + E + A^2}\right) + \frac{4\Phi\Psi(A^2 f^2 + E^2 \phi E - Af E (\phi + \Psi))}{(f + E + A^2)^2}
\]

\[
= \frac{f^2 E^2 + E^4 - 2f E^3 + A^2 f^3 + A^4 f^2 - A^2 f E^2}{f^2 E^2 + E^4 - 2f E^3 + A^2 f^3 + A^4 f^2 - A^2 f E^2}
\]

and

\[
q = \frac{E^2 (f - E + A^2)^2}{f^2 E^2 + E^4 - 2f E^3 + A^2 f^3 + A^4 f^2 - A^2 f E^2},
\]

we obtain

\[
p < 1 + q \iff \frac{(f - E)^2 (f - E + A^2) (4f - 4E + 3A^2)}{f^2 E^2 + E^4 - 2f E^3 + A^2 f^3 + A^4 f^2 - A^2 f E^2} < 0,
\]

which is true if

\[
f + \frac{3}{4}A^2 < E < f + A^2,
\]

because

\[
0 < (\phi^2 + f)(\psi^2 + f) = f^2 + f \left( (\phi + \Psi^2 - 2(\phi\Psi) \right) + \phi^2 \Psi^2
\]

\[
= f^2 + f \left( \left( \frac{A (E - f)}{f - E + A^2} \right)^2 - 2 \left( \frac{(f - E)^2}{f - E + A^2} \right) \right) + \left( \frac{(f - E)^2}{f - E + A^2} \right)^2
\]

\[
= \frac{f^2 E^2 + E^4 - 2f E^3 + A^2 f^3 + A^4 f^2 - A^2 f E^2}{(f - E + A^2)^2},
\]

i.e.,

\[
f^2 E^2 + E^4 - 2f E^3 + A^2 f^3 + A^4 f^2 - A^2 f E^2 = (\psi^2 + f)(\phi^2 + f)(f - E + A^2)^2.
\]
4. **GLOBAL ASYMPTOTIC STABILITY**

Notice that the function \( f(u,v) \) is always increasing with respect to the second variable, and could be increasing or decreasing with respect to the first variable. The critical point of the function \( f(u,v) \) in the first variable is \( v = \frac{Af}{E} \).

So, if \( v < \frac{Af}{E} \), the function \( f(u,v) \) is increasing in the first variable, and if \( v > \frac{Af}{E} \), the function \( f(u,v) \) is decreasing in the first variable. Since

\[
\begin{align*}
    f \left( u, \frac{Af}{E} \right) &= \frac{Au^2 + E \left( \frac{Af}{E} \right)}{u^2 + f} = A,
\end{align*}
\]

we distinguish the following three cases:

1. \( \frac{Af}{E} = A \Leftrightarrow E = f \),
2. \( \frac{Af}{E} > A \Leftrightarrow E < f \),
3. \( \frac{Af}{E} < A \Leftrightarrow E > f \).

#### 4.1. **Case \( E = f \)**

This case corresponds to Case 4 in Table 1, where the zero equilibrium is nonhyperbolic of the resonance type \((-1, 1)\) and the unique positive equilibrium solution is locally asymptotically stable.

If \( E = f \), then Equation (1) becomes

\[
x_{n+1} = \frac{Ax_n^2 + Ex_{n-1}}{x_n^2 + E},
\]

and we obtain the following global result.

**Theorem 4.1.** If \( E = f \), then the equilibrium point \( \mathfrak{x}_2 = \mathfrak{x}_+ = A \) of Equation (1) is globally asymptotically stable in \((0, \infty)\). More precisely the following statements are true.

(a) If \( x_{-1} \geq A \) and \( x_0 \geq A \), then \( x_n \geq A \) for all \( n > 0 \) and \( \lim_{n \to \infty} x_n = A \).

(b) If \( x_{-1} \leq A \) and \( x_0 \leq A \), then \( x_n \leq A \) for all \( n > 0 \) and \( \lim_{n \to \infty} x_n = A \).

(c) If either \( x_{-1} < A \) or \( x_0 < A \), then \( \{x_n\}_{n=1}^{\infty} \) oscillates about the equilibrium \( \mathfrak{x}_2 = \mathfrak{x}_+ = A \) with semicycles of length one and \( \lim_{n \to \infty} x_n = A \).

**Proof.** Assume that \((x_0, x_{-1}) \in (0, \infty) \times (0, \infty)\).

If \( x_0 \left\{ \begin{array}{l} \leq A \end{array} \right\} \) and \( x_{2k} \left\{ \begin{array}{l} \leq A \end{array} \right\} \), and if \( x_{-1} \left\{ \begin{array}{l} \leq \end{array} \right\} A \), then \( x_{2k+1} \left\{ \begin{array}{l} \geq \end{array} \right\} A \), for \( k = 1, 2, \ldots \). This follows from

\[
x_{n+1} - A = \frac{Ax_n^2 + Ex_{n-1}}{x_n^2 + E} - A = E \frac{x_{n-1} - A}{x_n^2 + E}.
\]
If \( x_0 < A \) (\( x_0 > A \)), then
\[
x_{2k} - x_{2k-2} = \frac{x_{2k-1}^2 (A - x_{2k-2})}{x_{2k-1}^2 + E} > 0 \quad (0 < 0),
\]
which means that the sequence \( \{x_{2k}\}_{k=0}^{\infty} \) is increasing (decreasing) and is bounded from above (below) by \( A \). Therefore, since there is a unique positive equilibrium solution and there is no a minimal period-two solution, we have
\[
\lim_{k \to \infty} x_{2k} = A.
\]
Similarly, if \( x_{-1} < A \) (\( x_{-1} > A \)), then
\[
x_{2k+1} - x_{2k-1} = \frac{x_{2k}^2 (A - x_{2k-1})}{x_{2k}^2 + E} > 0 \quad (0 < 0),
\]
which means that the sequence \( \{x_{2k+1}\}_{k=0}^{\infty} \) is increasing (decreasing) and is bounded from above (below) by \( A \). Therefore
\[
\lim_{k \to \infty} x_{2k+1} = A.
\]
It follows that \( \lim_{n \to \infty} x_n = A \) for all \((x_0, x_{-1}) \in (0, \infty) \times (0, \infty) \) (that is \( \bar{x}_2 = \bar{x}_+ = A \) is a global attractor) and by Lemma 2.2 the equilibrium point \( \bar{x}_2 = \bar{x}_+ = A \) is globally asymptotically stable in \((0, \infty) \). □

Remark 4.1. Equation (19) is an example of a difference equation that has solutions which oscillate between two regions \((0, A] \times [A, \infty) \) and \((A, \infty) \times (0, A) \) where the function \( f(u, v) \) is increasing and decreasing respectively in \( u \) so the theory of monotone maps is inapplicable. Notice that the function \( f(u, v) \) is increasing in both variables in \((0, A]^2 \) and is decreasing in first and increasing in the second variable in \((A, \infty)^2 \).

4.2. Case \( E < f \)

In this case, we have three qualitatively different situations: 1), 2) and 3) in Table 1.

Lemma 4.2. Suppose that \( E < f \). Then an invariant and attracting interval of Equation (1) is \([0, \frac{Af}{E}]\) and the function \( f(u, v) \) is increasing in both arguments in this interval.

Proof. Notice that the function \( f(u, v) \) is nondecreasing with respect to both variables in \([0, \frac{Af}{E}]^2 \). Also, we have
\[
f : \left[0, \frac{Af}{E}\right]^2 \to \left[0, \frac{Af}{E}\right],
\]
which implies that the interval \([0, \frac{AF}{E}]\) is an invariant interval, since
\[
\max_{(x,y) \in [0, \frac{AF}{E}]} f(x,y) = f \left( \frac{AF}{E}, \frac{AF}{E} \right)\]
and \(f \left( \frac{AF}{E}, \frac{AF}{E} \right) = A < \frac{AF}{E}, f(0,0) = 0\).

Now, we prove that the interval \([0, \frac{AF}{E}]\) is an attracting interval. If \(x_{n-1} > \frac{AF}{E}\), then
\[
x_{n+1} - x_{n-1} = \frac{Ax^2_n + Ex_{n-1}}{x^2_n + f} - x_{n-1} = \frac{x^2_n(A - x_{n-1}) + x_{n-1}(E - f)}{x^2_n + f} < 0,
\]
i.e., the sequences \(\{x_{2k}\}_{k=0}^{\infty}\) and \(\{x_{2k+1}\}_{k=0}^{\infty}\) are decreasing, which implies that there exist \(k_0, l_0 \in \mathbb{N}\) such that \(x_{2k} < \frac{AF}{E}\) for \(k \geq k_0\) and \(x_{2k+1} < \frac{AF}{E}\) for \(k \geq l_0\).

Otherwise \(x_{2k} \geq \frac{AF}{E}\) and \(x_{2k+1} \geq \frac{AF}{E}\) for all \(k = -1, 0, 1, \ldots\), and \(\lim_{n \to \infty} x_{2k} \geq \frac{AF}{E}\) and \(\lim_{n \to \infty} x_{2k+1} \geq \frac{AF}{E}\), which is a contradiction because there is no minimal period-two solution of Equation (1).

\[\square\]

**Theorem 4.3.** Assume that \(0 < E < f - \frac{A^2}{4}\). Then the unique equilibrium point of Equation (1), \(\bar{x} = 0\), is globally asymptotically stable.

\[Proof.\] From Lemma 4.2 we see that Equation (1) has only the zero equilibrium point in the invariant and attracting interval \([0, \frac{AF}{E}]\), and the function \(f(u,v)\) is non-decreasing with respect to both variables in \([0, \frac{AF}{E}]\). From Theorem 1.4.8 in [14] and Lemma 2.1, we see that the equilibrium point \(\bar{x} = 0\) is globally asymptotically stable.

In the following analysis, we find conditions for local semi-stability of the positive equilibrium point \(\bar{x}_2 = \frac{A}{2}\) of Equation (1), when \(0 < E = f - \frac{A^2}{4}\), using center manifold theory.

**Proposition 4.1.** Assume that \(0 < E = f - \frac{A^2}{4}\). Then the nonhyperbolic equilibrium point \(\bar{x}_2 = \frac{A}{2}\) of Equation (1) is semi-stable from above.

\[Proof.\] To prove that \(\bar{x}_2\) is semi-stable we will use center manifold theory. Equation (1) is of the form
\[
x_{n+1} = \frac{Ax^2_n + Ex_{n-1}}{x^2_n + E + \frac{A^2}{4}}.
\]
By the change of variable \(y_n = x_n - \frac{1}{2}A\), we obtain the following equation (for \(\Omega = 2E + A^2\))
\[
y_{n+1} = \frac{Ay^2_n + A^2y_n + 2Ey_{n-1}}{2y^2_n + 2Ay_n + \Omega}.
\]
which has a zero equilibrium. By the substitution $y_{n-1} = u_n, y_n = v_n$, Equation (21) becomes the system

$$\begin{align*}
u_{n+1} &= v_n, \\
v_{n+1} &= \frac{A v_n^2 + A^2 v_n + 2E u_n}{2v_n^2 + 2Av_n + \Omega}.
\end{align*}$$

(22)

The Jacobian matrix $J_0$ at the zero equilibrium for (22) is

$$J_0 = \begin{bmatrix}
0 & 1 \\
\frac{2E}{\Omega} & \frac{1}{\Omega}
\end{bmatrix}$$

and the corresponding characteristic equation has the form

$$\lambda^2 - \frac{A^2}{\Omega} \lambda - \frac{2E}{\Omega} = 0,$$

with

$$\lambda_1 = 1 \quad \text{and} \quad \lambda_2 = -\frac{2E}{\Omega} \in (-1, 0).$$

System (22) can be written as

$$\begin{bmatrix}
\nu_{n+1} \\
v_{n+1}
\end{bmatrix} = J_0 \begin{bmatrix}
u_n \\
v_n
\end{bmatrix} + \begin{bmatrix}
\gamma(u_n, v_n) \\
\zeta(u_n, v_n)
\end{bmatrix}$$

(23)

where

$$\begin{align*}
\gamma(u, v) &= 0, \\
\zeta(u, v) &= \frac{-v(2A^2 v^2 + A (A^2 - 2E) v + 4AEu + 4Euv)}{\Omega (2v^2 + 2Av + \Omega)}.
\end{align*}$$

(24)

Let

$$\begin{bmatrix}
u_n \\
v_n
\end{bmatrix} = P \begin{bmatrix}
r_n \\
s_n
\end{bmatrix}$$

(25)

where $P$ is the matrix that diagonalizes $J_0$ defined by

$$P = \begin{bmatrix}
1 & 1 \\
1 & -\frac{2E}{\Omega}
\end{bmatrix},$$

such that

$$P^{-1} = -\frac{\Omega}{\Omega + 2E} \begin{bmatrix}
-\frac{2E}{\Omega} & -1 \\
-1 & 1
\end{bmatrix},$$

and

$$P^{-1} J_0 P = \begin{bmatrix}
1 & 0 \\
0 & \frac{2E}{\Omega}
\end{bmatrix}.$$
and by substitution in (24) we have
\[
\gamma(u_n, v_n) = \bar{\gamma}(r_n, s_n),
\]
i.e.,
\[
\bar{\gamma}(r_n, s_n) = 0,
\]
\[
\bar{\zeta}(r_n, s_n) = \frac{(2E s_n - \Omega r_n)(2 \Omega^3 r_n^2 + 4 \Omega^3 r_n - 4A^2 E \Omega r_n s_n + 2AE(\Omega + 4E) \Omega s_n - 16E^3 s_n^2)}{\Omega(\Omega + 2E)(2 \Omega^2 r_n^2 + 4 \Omega^2 r_n - 8E \Omega r_n s_n - 4AE \Omega s_n + 8E^2 s_n^2 + \Omega^3)}.
\]
Thus, (23) can be written as
\[
P \begin{bmatrix} r_{n+1} \\ s_{n+1} \end{bmatrix} = J_0 P \begin{bmatrix} r_n \\ s_n \end{bmatrix} + \begin{bmatrix} \bar{\gamma}(r_n, s_n) \\ \bar{\zeta}(r_n, s_n) \end{bmatrix},
\]
or equivalently
\[
\begin{bmatrix} r_{n+1} \\ s_{n+1} \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & -\frac{2E}{\Omega} \end{bmatrix} \begin{bmatrix} r_n \\ s_n \end{bmatrix} + \begin{bmatrix} \bar{\gamma}(r_n, s_n) \\ \bar{\zeta}(r_n, s_n) \end{bmatrix},
\]
(27)
and by using (26):
\[
\begin{bmatrix} r_{n+1} \\ s_{n+1} \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & -\frac{2E}{\Omega} \end{bmatrix} \begin{bmatrix} r_n \\ s_n \end{bmatrix} + \begin{bmatrix} \tilde{\gamma}(r_n, s_n) \\ \tilde{\zeta}(r_n, s_n) \end{bmatrix},
\]
(28)
where
\[
\tilde{\gamma}(r_n, s_n) = -\tilde{\zeta}(r_n, s_n),
\]
and
\[
\tilde{\gamma}(r_n, s_n) = \frac{(2E s_n - \Omega r_n)(2 \Omega^3 r_n^2 + 4 \Omega^3 r_n - 4A^2 E \Omega r_n s_n + 2AE(\Omega + 4E) \Omega s_n - 16E^3 s_n^2)}{\Omega(\Omega + 2E)(2 \Omega^2 r_n^2 + 4 \Omega^2 r_n - 8E \Omega r_n s_n - 4AE \Omega s_n + 8E^2 s_n^2 + \Omega^3)}.
\]
Now, we let \( s = \chi(r) = \Psi(r) + O(r^4) \), where \( \Psi(r) = \alpha r^2 + \beta r^4 \), \( \alpha, \beta \in \mathbb{R} \) is the center manifold, and where the map \( \chi \) must satisfy the center manifold equation (for \( \lambda_2 = -\frac{2E}{\Omega} \)):
\[
\chi(r + \tilde{\gamma}(r, \chi(r))) - \lambda_2 \chi(r) - \tilde{\zeta}(r, \chi(r)) = 0.
\]
(29)
If we approximate \( \tilde{\gamma}(r, s) \) by a Taylor polynomial as follows
\[
\tilde{\gamma}(r, s) = \sum_{i=1}^{3} \frac{1}{i!} \left( r \frac{\partial}{\partial r} y(0, 0) + s \frac{\partial}{\partial s} y(0, 0) \right)^i + O_4,
\]
(30)
we obtain
\[ \tilde{\gamma}(r, \chi(r)) = r^2 \frac{-A\Omega^2 - 2r\Omega^2 + 2A^2 r \Omega - 8A r \alpha E^2}{\Omega^2 (\Omega + 2E)} + O(r^4), \]
and
\[ \chi(r + \tilde{\gamma}(r, \chi(r))) = r^2 \alpha + \left( \beta - \frac{2A \alpha}{\Omega + 2E} \right) r^3 + O(r^4). \]

Then from (29) we have the following system
\[ 2A \left( 2(2E + A^2)E + 3A^4 \right) \alpha + \left( 2E + A^2 \right) \left( 4E + A^2 \right)^2 \beta = 4 \left( 2E + A^2 \right) \left( E + 2A^2 \right), \]
\[ \alpha \left( 4E + A^2 \right)^2 = A \left( 2E + A^2 \right), \]
with the solution \((\alpha, \beta) = \left( \frac{A(2E + A^2)}{4(2E + A^2)^2}, \frac{2(2E + A^2)(16E^2 + 4A^2 E + A^4)}{(4E + A^2)^4} \right)\).

Let \(s = \chi(r) = \Psi(r) + O(r^4), \) where
\[ \Psi(r) = \frac{A(2E + A^2)}{4(2E + A^2)^2} r^2 + \frac{2(2E + A^2)(16E^2 + 4A^2 E + A^4)}{(4E + A^2)^4} r^3. \]

In view of Theorem 5.9 of [6] the study of the stability of the zero equilibrium of Equation (21), that is the positive nonhyperbolic equilibrium \(x_2 = \frac{A}{2}\) of Equation (20), reduces to the stability of the following equation
\[ r_{n+1} = r_n + \tilde{\gamma}(r_n, s_n) = G(r_n), \] (31)
where
\[ G(r) = r + \tilde{\gamma}(r, \Psi(r)) = -\frac{r \left( 4E \left( 8E + A^2 \right) r^2 + A \left( 4E + A^2 \right)^2 r - (4E + A^2)^3 \right)}{(A^2 + 4E)^3}. \]

Since \(\frac{d}{dr}G(0) = 1\) and
\[ \frac{d^2}{dr^2}G(0) = -\frac{2A}{A^2 + 4E} < 0, \]
from Theorem 1.6 of [15], the zero equilibrium of (31) is an unstable fixed point, that is semi-stable from above. Therefore, from Theorem 5.9 of [6], the zero equilibrium of Equation (21), that is the positive nonhyperbolic equilibrium \(x_2 = \frac{A}{2}\) of Equation (20) is semi-stable from above.

The next result shows global behavior of Equation (1) when \(0 < E = f - \frac{\Lambda^2}{4r^2}. \)

**Theorem 4.4.** Assume that \(0 < E = f - \frac{\Lambda^2}{4r^2}. \) Then Equation (1) has two equilibrium points: \(x_1 = 0\) which is locally asymptotically stable and \(x_2 = \frac{A}{2}\) which is nonhyperbolic of the stable type, more precisely \(x_2\) is semi-stable. There exists a set \(C \subset Q_2(x_2, x_2) \cup Q_3(x_2, x_2)\) with endpoints on the axes and \(\mathcal{W}^s((x_2, x_2)) = C\) is an invariant subset of the basin of attraction of \((x_2, x_2)\). Also, \(C\) is a graph of a
strictly decreasing continuous function of the first variable on an interval and separates \( R = [0, +\infty)^2 \) into two connected and invariant components \( W_-(\{(x_2, x_2)\}) \) and \( W_+\left(\{(x_2, x_2)\}\right) \), where

\[
W_-(\{(x_2, x_2)\}) := \{ (x, y) \in R \setminus C : \exists (x', y') \in C \text{ with } (x, y) \preceq_{ne} (x', y') \}
\]

and

\[
W_+\left(\{(x_2, x_2)\}\right) := \{ (x, y) \in R \setminus C : \exists (x', y') \in C \text{ with } (x', y') \preceq_{ne} (x, y) \},
\]

such that:

(i) if \((x_{-1}, x_0) \in W_+\left(\{(x_2, x_2)\}\right)\), then \(\lim_{n \to \infty} x_n = \frac{4}{3}\);

(ii) if \((x_{-1}, x_0) \in W_-\left(\{(x_2, x_2)\}\right)\), then \(\lim_{n \to \infty} x_n = 0\).

Proof. Since

\[
x_{n+1} = \frac{\frac{4}{3} \left(x_n - \frac{4}{3}\right) \left(x_0 + \frac{4}{3}\right) + E \left(x_{n-1} - \frac{4}{3}\right)}{x_0^2 + E + \frac{4}{9}},
\]

this means that \([0, \frac{4}{3}]\) and \([\frac{4}{3}, +\infty)\) are invariant intervals, i.e., if \((x_{-1}, x_0) \in [0, \frac{4}{3}]^2\) (or \( [\frac{4}{3}, +\infty)^2\)), then \(x_n \in [0, \frac{4}{3}]\) (or \([\frac{4}{3}, +\infty))\) for all \(n = 1, 2, \ldots\).

By using Lemma 4.2, Proposition 4.1 and the theory of monotone maps in the plane, more precisely, the theory of cooperative maps, since the corresponding map \(T^2\) from (17) is a cooperative map, the conclusion of the theorem follows. In other words, the version of Theorem 1.2 for a function increasing in both variables applies.

Theorem 4.5. Assume that \(0 < f - \frac{4}{3} < E < f\). Then Equation (1) has three equilibrium points: \(\mathbf{x}_1 = 0\) and \(\mathbf{x}_3 = \mathbf{x}^+\), which are locally asymptotically stable and \(\mathbf{x}_2 = \mathbf{x}^-\) which is a saddle point. There exists a set \(C \subset \mathbb{Q}_2 \left(\{(x_2, x_2)\}\right) \cup \mathbb{Q}_3 \left(\{(x_2, x_2)\}\right)\) with endpoints on the axes and \(W^p\left(\{(x_2, x_2)\}\right) = C\) is an invariant subset of the basin of attraction of \(\{(x_2, x_2)\}\). Also, \(C\) is a graph of a strictly decreasing continuous function of the first variable on an interval and separates \(R = [0, +\infty)^2\) into two connected and invariant components \(W_-(\{(x_2, x_2)\})\) and \(W_+\left(\{(x_2, x_2)\}\right)\) such that:

(i) if \((x_{-1}, x_0) \in W_+\left(\{(x_2, x_2)\}\right)\), then \(\lim_{n \to \infty} x_n = \mathbf{x}^+\);

(ii) if \((x_{-1}, x_0) \in W_-\left(\{(x_2, x_2)\}\right)\), then \(\lim_{n \to \infty} x_n = 0\).

Proof. It follows from Lemmas 2.2 and 4.2 and the theory of monotone maps in the plane, more precisely theory of cooperative maps, since the corresponding map \(T^2\) is a cooperative map.

4.3. Case \(E > f\)

In this case, we have four qualitatively different situations: 5), 6), 7) and 8) in Table 1.
Lemma 4.6. If \( f < E < f + A^2 \) then an invariant and attracting interval of Equation (1) is \( \left[ A, \frac{A^3}{f + A^2 - E} \right] \) and the function \( f(u, v) \) is decreasing in the first and increasing in the second argument in this interval.

Proof. If \( v \geq A > \frac{Af}{E} \), then the function \( f(u, v) \) is decreasing in the first variable and increasing in the second variable, which implies that

\[
x_{n+1} = \frac{Ax_n + Ex_{n-1}}{x_n^2 + f} > \frac{Ax_0^2 + E\frac{Af}{E}}{x_0^2 + f} = A.
\]

Therefore, if there exists an invariant interval of Equation (1), then it is of the form \([A, U] \). Since the function \( f \) is decreasing in the first variable and increasing in the second variable in \([A, U]^2 \), we obtain that

\[
U \geq \max_{(x, y) \in [A, U]} f(x, y) = f(A, U) \quad \text{and} \quad \min_{(x, y) \in [A, U]} f(x, y) = f(U, A) \geq A,
\]

i.e.,

\[
U \geq f(A, U) \iff U \geq \frac{A^3 + EU}{A^2 + f} \iff \left( U \geq \frac{A^3}{f + A^2 - E} \text{ and } E < f + A^2 \right),
\]

from which we can set \( U = \frac{A^3}{f + A^2 - E} \) when \( E < f + A^2 \). This means that \( \left[ A, \frac{A^3}{f + A^2 - E} \right] \) is an invariant interval of Equation (1) when \( E < f + A^2 \).

On the other hand, if \( x_{n-1} < \frac{Af}{E} < A \), we obtain

\[
x_{n+1} - x_{n-1} = \frac{Ax_n^2 + Ex_{n-1}}{x_n^2 + f} - x_{n-1} = \frac{x_n^2(A - x_{n-1}) + x_{n-1}(E - f)}{x_n^2 + f} > 0,
\]

i.e., the sequences \( \{x_{2k}\}_{k=0}^{\infty} \) and \( \{x_{2k+1}\}_{k=0}^{\infty} \) are increasing, which implies that there exist \( k_0, l_0 \in \mathbb{N} \) such that \( x_{2k} > \frac{Af}{E} \) for \( k \geq k_0 \) and \( x_{2k+1} > \frac{Af}{E} \) for \( k \geq l_0 \). Otherwise \( x_{2k} \leq \frac{Af}{E} \) and \( x_{2k+1} < \frac{Af}{E} \) for all \( k = -1, 0, 1, \ldots \), and \( \lim_{n \to \infty} x_{2k} \geq \frac{Af}{E} \) and \( \lim_{n \to \infty} x_{2k+1} \geq \frac{Af}{E} \), which is a contradiction because the zero equilibrium is a repeller and there is no a minimal period-two solution of Equation (1) in \( \left[ 0, \frac{Af}{E} \right] \). This means that \( \left[ A, \frac{A^3}{f + A^2 - E} \right] \) is also an attracting interval for Equation (1) when \( E < f + A^2 \). □

Theorem 4.7. Assume that \( f < E < f + \frac{3}{4}A^2 \). Then Equation (1) has two equilibrium points: \( \bar{x}_1 = 0 \) which is a repeller and \( \bar{x}_2 = \bar{x}_+ \) which is locally asymptotically stable. Also, the positive equilibrium point \( \bar{x}_2 = \bar{x}_+ \) is globally asymptotically stable in \( (0, +\infty) \).

Proof. The function \( f(u, v) \) is decreasing in the first variable and increasing in the second variable in \( \left[ A, \frac{A^3}{f + A^2 - E} \right]^2 \) and there is no a minimal period-two solution. Since \( \left[ A, \frac{A^3}{f + A^2 - E} \right] \) is an invariant and an attracting interval of Equation (1), using
Theorem 1.4.6 in [14] and Lemma 2.2, we see that the positive equilibrium point \( \bar{x}_2 = \bar{x}_+ \) is globally asymptotically stable in \((0, +\infty)\).

Now, by using center manifold theory we find conditions for the stability of the positive equilibrium point \( \bar{x}_2 = \bar{x}_+ = \frac{3}{2}A \) of Equation (1), when \( E = f + \frac{3}{4}A^2 \).

**Proposition 4.2.** Assume that \( E = f + \frac{3}{4}A^2 \). Then the positive equilibrium point \( \bar{x}_2 = \bar{x}_+ = \frac{3}{2}A \) of Equation (1) is locally asymptotically stable.

**Proof.** To prove that \( \bar{x}_2 \) is a local sink we will use center manifold theory. Since \( E = f + \frac{3}{4}A^2 \), Equation (1) is of the form

\[
x_{n+1} = \frac{A x_n^2 + E x_{n-1}}{x_n^2 + E - \frac{3}{4}A^2}.
\]

By the change of variable \( y_n = x_n - \frac{3}{2}A \), we get the equation (for \( \Phi = 3A^2 + 2E \))

\[
y_{n+1} = \frac{-Ay_n^2 - 3A^2y_n^2 + 2Ey_{n-1}}{2y_n^2 + 6Ay_n + \Phi},
\]

which has a zero equilibrium. By the substitution \( y_{n-1} = u_n, y_n = v_n \), Equation (33) becomes the system

\[
\begin{align*}
    u_{n+1} & = v_n, \\
    v_{n+1} & = \frac{-Ay_n^2 - 3A^2v_n + 2Ev_{n-1}}{2v_n^2 + 6Av_n + \Phi}
\end{align*}
\]

The Jacobian matrix \( J_0 \) at the zero equilibrium for (34) is

\[
J_0 = \begin{bmatrix}
0 & 1 \\
\frac{2E}{\Phi} & -\frac{3A^2}{\Phi}
\end{bmatrix}
\]

and the corresponding characteristic equation is

\[
\lambda^2 + \frac{3A^2}{\Phi} \lambda - \frac{2E}{\Phi} = 0,
\]

with

\[
\lambda_1 = -1, \lambda_2 = \frac{2E}{\Phi} \in (0, 1).
\]

System (34) can be written as

\[
\begin{bmatrix}
    u_{n+1} \\
    v_{n+1}
\end{bmatrix} = J_0 \begin{bmatrix}
    u_n \\
    v_n
\end{bmatrix} + \begin{bmatrix}
    \gamma(u_n, v_n) \\
    \zeta(u_n, v_n)
\end{bmatrix}
\]

(35)

where

\[
\begin{align*}
    \gamma(u, v) & = 0, \\
    \zeta(u, v) & = \frac{18A^3v + 6A^2v^2 - Av\Phi - 12AvE - 4uvE}{\Phi(\Phi + 6Av + 2v^2)}.
\end{align*}
\]

Let

\[
\begin{bmatrix}
    u_n \\
    v_n
\end{bmatrix} = P \begin{bmatrix}
    r_n \\
    s_n
\end{bmatrix},
\]

(37)
where $P$ is the matrix that diagonalizes $J_0$ defined by

$$P = \begin{bmatrix} 1 & \frac{1}{2E} \\ -1 & 0 \end{bmatrix}.$$  

Then

$$P^{-1} = \frac{\Phi}{\Phi + 2E} \begin{bmatrix} \frac{2E}{\Phi} & 0 \\ 1 & 1 \end{bmatrix},$$

and

$$P^{-1} J_0 P = \begin{bmatrix} -1 & 0 \\ 0 & \frac{2E}{\Phi} \end{bmatrix}. \quad (38)$$

The normal form of system (35), obtained in a similar manner as in the proof of Proposition 4.1, is

$$\begin{bmatrix} r_{n+1} \\ s_{n+1} \end{bmatrix} = \begin{bmatrix} -1 & 0 \\ 0 & \frac{2E}{\Phi} \end{bmatrix} \begin{bmatrix} r_n \\ s_n \end{bmatrix} + \begin{bmatrix} \tilde{\gamma}(r_n, s_n) \\ \tilde{\zeta}(r_n, s_n) \end{bmatrix}, \quad (39)$$

where

$$\tilde{\gamma}(r_n, s_n) = -\tilde{\zeta}(r_n, s_n),$$

and

$$\tilde{\gamma}(r_n, s_n) = \frac{\Phi r_n - 2Es_n - 2\Phi^3 r_n^2 + 16E^3 s_n^2 + 5A \Phi^3 r_n + 2A \Phi E (\Phi + 12E) s_n + 12A^2 \Phi E r_n s_n}{\Phi (\Phi + 2E) (2\Phi^2 r_n^2 + 8E^2 s_n^2 - 6A \Phi^2 r_n + 12A \Phi E s_n - 8 \Phi E s_n + \Phi^3)}.$$  

Now, let $s = \chi(r) = \Psi(r) + O(r^4)$, where $\Psi(r) = \alpha r^2 + \beta r^3$, $\alpha, \beta \in \mathbb{R}$ is the center manifold, and where map $\chi$ must satisfy the center manifold equation (for $\lambda_2 = \frac{2E}{\Phi}$)

$$\chi(-r + \tilde{\gamma}(r, \chi(r))) - \lambda_2 \chi(r) - \tilde{\zeta}(r, \chi(r)) = 0. \quad (40)$$

By (30), we have that

$$\tilde{\gamma}(r, \chi(r)) = -\frac{5A \Phi^2 r^2 + 2 (\Phi (-\Phi + 15A^2) - 4A \alpha E (\Phi - 3E)) r^3}{\Phi (\Phi + 2E)} + O(r^4),$$

and

$$\chi(-r + \tilde{\gamma}(r, \chi(r))) = \frac{\alpha (\Phi + 2E) r^2 + (10A \alpha - (\Phi + 2E) \beta) r^3}{\Phi + 2E} + O(r^4).$$

Then from (40) we have the system

$$2A (6E - 5\Phi) (\Phi + 2E) \alpha + (\Phi + 2E)^2 \beta = 2\Phi (\Phi - 15A^2),$$

$$\alpha (\Phi^2 - 4E^2) = 5A \Phi,$$

with the solution $(\alpha, \beta) = \left( \frac{5}{3} \frac{2E + 3A^2}{A(4E + 3A^2)} \cdot \frac{26}{3} \frac{2E + 3A^2}{(4E + 3A^2)^2} \right).$

Let $s = \chi(r) = \Psi(r) + O(r^4)$, where

$$\Psi(r) = \frac{5}{3} \frac{2E + 3A^2}{A(4E + 3A^2)} r^2 + \frac{26}{3} \frac{2E + 3A^2}{(4E + 3A^2)^2} r^3.$$
Now, according to Theorem 5.9 of [6] the study of the stability of the zero equilibrium of Equation (33), that is the positive nonhyperbolic equilibrium $\overline{x}_2 = \frac{3}{4}A$ of Equation (32), reduces to the study of stability of the following equation

$$r_{n+1} = -r_n + \tilde{\gamma}(r_n, s_n) = G(r_n),$$

where

$$G(r) = -r + \tilde{\gamma}(r, \Psi(r)) = -r \left(4 \left(-E + 18A^2\right) + 15A \left(4E + 3A^2\right) - r \left(4E + 3A^2\right)^2\right).$$

Since $\frac{d}{dr} G(0) = -1$, $\frac{d^2}{dr^2} G(0) = -\frac{10A}{3A^2 + 4E}$ and $\frac{d^3}{dr^3} G(0) = \frac{8(18A^2 - E)}{(3A^2 + 4E)^2}$, then the corresponding Schwarzian is of the form

$$SG(0) = -\frac{d^3}{dr^3} G(0) - \frac{3}{2} \left(\frac{d^2}{dr^2} G(0)\right)^2 = -\frac{2}{3A^2 + 4E} < 0,$$

and from Theorem 1.6 of [15], the zero equilibrium of (41) is a sink. Therefore, from Theorem 5.9 of [6], the zero equilibrium of Equation (33), that is the positive nonhyperbolic equilibrium $\overline{x}_2 = \frac{3}{4}A$ of Equation (32) is a sink.

The next result shows global behavior of Equation (1) when $E = f + \frac{3}{4}A^2$.

**Theorem 4.8.** If $E = f + \frac{3}{4}A^2$, then the positive equilibrium point $\overline{x}_2 = \overline{x}_+ = \frac{3}{4}A$ is globally asymptotically stable in $(0, +\infty)$.

**Proof.** The proof is the same as the proof of Theorem 4.7 since the equilibrium point $\overline{x}_2$ is stable (see Proposition 4.2). \qed

**Theorem 4.9.** Assume that $f + \frac{3}{4}A^2 < E < f + A^2$. Then Equation (1) has two equilibrium points: $\overline{x}_1 = 0$, which is a repeller and $\overline{x}_2 = \overline{x}_+$, which is a saddle point, and has the unique minimal period-two solution $\{\phi, \psi, \phi, \psi, \ldots\}$, which is locally asymptotically stable, where $\phi$ and $\psi$ are of the form (10). There exists a set $C \subset \mathbb{R}_1(x_2, \overline{x}_2) \cup \mathbb{R}_2(\overline{x}_2, \overline{x}_2)$ and $\mathcal{W}_+(\overline{x}_2, \overline{x}_2) = C$ is the basin of attraction of $(\overline{x}_2, \overline{x}_2)$. The set $C$ is a graph of a strictly increasing continuous function of the first variable on an interval and separates $\mathcal{R}_1 = [0, +\infty)^2 \setminus \{(0, 0)\}$ into two connected and invariant parts, $\mathcal{W}_-(\overline{x}_2, \overline{x}_2)$ and $\mathcal{W}_+(\overline{x}_2, \overline{x}_2)$, where

$$\mathcal{W}_-(\overline{x}_2, \overline{x}_2) = \{(x, y) \in \mathcal{R}_1 \setminus C : \exists (x', y') \in C \text{ with } (x, y) \triangleleft_{se} (x', y')\},$$

$$\mathcal{W}_+(\overline{x}_2, \overline{x}_2) = \{(x, y) \in \mathcal{R}_1 \setminus C : \exists (x', y') \in C \text{ with } (x, y) \triangleleft_{se} (x', y')\},$$

such that:

(i) if $(x_{-1}, x_0) \in \mathcal{W}_+(\overline{x}_2, \overline{x}_2)$, then $\lim_{n \to +\infty} x_{2n} = \phi$ and $\lim_{n \to +\infty} x_{2n+1} = \psi$;

(ii) if $(x_{-1}, x_0) \in \mathcal{W}_-(\overline{x}_2, \overline{x}_2)$, then $\lim_{n \to +\infty} x_{2n} = \psi$ and $\lim_{n \to +\infty} x_{2n+1} = \phi$. 

Proof. It is follows from Lemma 4.6 and the theory of monotone maps in the plane, more precisely, competitive maps, since the corresponding map $T^2$ is a competitive map, see [7,16]. In other words Theorem 1.3 applies. □

**Lemma 4.10.** Suppose that $E \geq f + A^2$. Then an invariant and attracting interval of Equation (1) is $[A, +\infty)$.

**Proof.** If $x_{n-1} > A (\geq \frac{A}{E})$, then

$$x_{n+1} = \frac{Ax_n^2 + E x_{n-1}}{x_n^2 + f} > \frac{Ax_n^2 + EA}{x_n^2 + f} = A > \frac{Af}{E},$$

so that

$$x_{n-1}, x_n \in [A, +\infty) \Rightarrow x_{n+1} \in [A, +\infty),$$

i.e., $[A, +\infty)$ is an invariant interval for Equation (1). The proof of the fact that $[A, +\infty)$ is also an attracting interval of Equation (1) is the same as in Lemma 4.6. □

**Theorem 4.11.** If $E \geq f + A^2$, then Equation (1) has two equilibrium points: $x_1 = 0$, which is a repeller and $x_2 = x_+, \ \text{which is a saddle point.}$ There exists a set $C \subset Q^1 (x_2, x_2) \cup Q^2 (x_2, x_2)$ and $W^s ((x_2, x_2)) = C$ is the basin of attraction of $(x_2, x_2)$. The set $C$ is a graph of a strictly increasing continuous function of the first variable on an interval and separates $R_0 = [0, \infty)^2 \setminus \{(0,0)\}$ into two connected and invariant parts, $W^u_+ ((x_2, x_2))$ and $W^u_- ((x_2, x_2))$, such that:

(i) if $(x_{-1}, x_0) \in W^u_+ ((x_2, x_2))$, then $\lim_{n \to \infty} x_{2n+1} = +\infty$ and $\lim_{n \to \infty} x_{2n} = A$;

(ii) if $(x_{-1}, x_0) \in W^u_- ((x_2, x_2))$, then $\lim_{n \to \infty} x_{2n+1} = A$ and $\lim_{n \to \infty} x_{2n} = +\infty$.

**Proof.** By using Lemma 4.10 it follows that every solution of Equation (1) eventually enters the interval $[A, +\infty)$. Since then the function $f(x_n, x_{n-1})$ is decreasing in the first variable and increasing in the second variable in $[A, +\infty)$, we can apply Theorem 1.1 and the theory of monotone maps, the corresponding map $T^2$ is competitive. More precisely Theorem 1.3 applies. It is easy to see that if $\lim_{n \to \infty} x_{2n+1} = +\infty$, then $\lim_{n \to \infty} x_{2n} = l < \infty$, which implies

$$l = \lim_{n \to \infty} x_{2n+2} = \lim_{n \to \infty} \frac{A + E \frac{x_{2n}^2}{x_{2n+1}}}{1 + \frac{x_{2n}^2}{x_{2n+1}}} = A.$$

Also, if $\lim_{n \to \infty} x_{2n} = +\infty$ then $\lim_{n \to \infty} x_{2n+1} = A$. □
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