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ABSTRACT. In this paper, we investigate the stability and Neimark-Sacker bi-
furcation of a Ginzburg—Taneyhill model under the assumption of minimal ma-
ternal quality. The analysis begins with an examination of the existence and
classification of equilibrium points, followed by a detailed study of their local
stability. We show that the system undergoes a Neimark—Sacker bifurcation un-
der certain parameter conditions, leading to the emergence of an invariant closed
curve. Numerical simulations are presented to illustrate and confirm the theoret-
ical results.

1. INTRODUCTION
In this paper, we investigate the following system of difference equations:

1 (Mx))P
Xt+1 = RR-1) + 1+I)€Cx,yt’ (1.1)

Yi+1 = Rxsyy,

where x; is the average quality of the individuals (maternal effect) and y, represents
population size at t generation and M,R > 1 with 0 < 3 # 1.

The study of biological models and the mathematical description of relation-
ships between generations of certain species began roughly a century ago. Most of
these studies are based on the theory of discrete dynamical systems, which provides
a framework for describing the interactions between two or more species.

In their work [4], Ginzburg and Taneyhill also introduced a two-dimensional
system of interactions. However, this model does not represent a classical exam-
ple of interspecific interaction; instead, it describes the relationship between two
characteristics within a single population. One of these characteristics represents
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the population ratio between two successive generations, while the other dimen-
sion reflects the average quality of individuals within the population — a concept
associated with the maternal effect. The maternal effect refers to female fecundity
and the ability of offspring to survive from birth to adulthood. This ability is influ-
enced by several factors, including food availability, environmental conditions, and
genetic predispositions. In essence, the quality of the offspring is directly linked
to the quality of the mother — i.e., the maternal effect. These assumptions can be
represented by the following system of equations:

X1 =@ (%, Niy1),
{ N1 =Nof (%), (1.2)

where f is a monotonically increasing function of x; that describes the net repro-
ductive rate of an individual of quality x, and @ (x,,N;+1) is an increasing function
of x (representing the maternal effect) and a decreasing function of N,y|. As the
population increases within a given area, the resources required for survival be-
come limited. This leads to stronger competition among individuals, which can
reduce reproductive success and overall population size. In ecological terms, such
density-dependent effects play a crucial role in regulating population dynamics,
preventing unlimited growth and maintaining ecological balance within the habitat.
Note that the argument N of the first equation is evaluated at the same generation
as x on the left side. This follows from the assumption that individual quality is
affected by the population density in the current generation — a mathematically
crucial assumption of the model.

In the same paper, the authors proposed a specific example with parametrization:

o X,
Nip1 =NR,

{ Xi+1 = Xt HLN,H s
where parameter R represents the maximum reproductive rate given any quality x,
and M is the maximum possible increase in average quality. This model has been
designed to explain population behavior of some forest insects (Lepidopera) and
biologically speaking it has to be valid R,M > 1. The authors proposed this model
and gave some graphical explanation of the behavior without detailed mathematical
analysis. In [5], the authors evaluated the fixed points and the Jacobian matrix,
showing that the interior point is elliptic and that the model is area-preserving in
logarithmic coordinates, suggesting that KAM theory could be applied. However, a
detailed analysis was not conducted. In [13], the following system was considered:

Xn+1 = xng(yn+1)a
Ynt1 = Yuf (Xn) ,
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which actually represents one class of the Ginzburg—Taneyhill model, where

O (x,Nis1) = %,8(Ynr1) and  yui1 = Npy1.

In that paper, the authors performed a KAM analysis of this general model for an
interior point and provided results used in the special case when

Rx, 1 M
£l = =R (1 ) andelonin) =

1+ x, n 1+ yut1

which represents a completion of the analysis of the interior equilibrium stability,
extending the work previously initiated by [5] on the Ginzburg—Taneyhill model.

In the aforementioned studies, the maternal effect was assumed to be linear and
that the system itself is conservative, with the stability of the interior equilibrium
analyzed using KAM theory (also see [1]). In paper [4], the authors also proposed
a model in which maternal effect is non-linear and minimum quality x exists and
it is incorporated explicitly into a differentiable form of ¢ (x,N). An example is
given by

(Mx,)B

14+Ney1’

where k is a small number representing the minimum quality. They have made the
assumption that k is equal to the equilibrium quality divided by the maximum rate
of numerical increase R, meaning that species with higher potential growth rates
have a smaller minimum quality. Accordingly, they set k = ﬁ and this, it turns
out, is a convenient form mathematically concerning the bifurcation behavior of
the model. They stated that Hopf-type bifurcation will arise with the emergence of
stable cycles in the form of an invariant Hopf curve. Thus, both the non-linearity
and growth parameters can control the bifurcation behavior of the model. Hence,
@ (x;,N;11) takes the form

Q (X, Ny1) =k +

1 (Mx,)P
R—1) 14Ny’

(P(xl‘7Nt+1) = R(

and System (1.2) becomes

— _ 1 (Mx,)P
Xt+1 = R(R-1) T+N41? (13)

Nip1 = ]th(xt) .

In this paper, we will focus on a detailed analysis of System (1.3) under the as-
sumption that f (x;) is a linear function, namely f (x;) = Rx;. Using this assumption
and introducing the notation N; = y; System (1.3) takes the form (1.1).

The paper is structured to provide a systematic overview of the conditions under
which the considered system exhibits the existence of equilibrium points. For the
identified points, a comprehensive analysis of local stability has been conducted,
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both for the boundary and the interior equilibrium points. We establish the exis-
tence of the Neimark-Sacker bifurcation, with a complete mathematical procedure
illustrating the emergence of the invariant curve. We follow the algorithm from
Theorem 1 and Corollary 1 in [7,9] (see also [2, 3, 6, 10-12]). Finally, numerical
simulations (see [8]) and graphical representations serve as illustrative confirma-
tions of the obtained theoretical results, providing a visual insight into the complex
dynamics of the analyzed models and linking the theoretical considerations with
observations obtained through computational experiments.

2. THE EQUILIBRIUM POINTS

Because of the biological interpretation, we consider only non-negative equi-
librium points. The equilibrium points (X,y) of System (1.1) satisfy the following
system of algebraic equations

-1 (Mx)P
= RR-n T iTRe 2.1)
¥ = Rxy.

We consider two cases: y =0 and y # 0.

If y = 0, we examine the existence of boundary equilibria of the form Ex = (,0).

From the first equation of system (2.1) we have
1
- (Mx)P - ——— =0. 22
Denote by
1

R(R—1)
To find possible boundary equilibrium points, it is necessary to find the zeros of
the function %(x) for x > 0. Notice h(0) = —ﬁ < 0 since R > 1. Furthermore,
B (x)=1—BMPxB=1 1" (x) = —B(B— 1)MPxP~2, and the stationary point x; of the

1
function A (x) satisfies the equality MPBxP ' = %, Le., x, = (BMP)™F > 0.

The following lemma specifies the number of boundary equilibrium points ac-
cording to the value of the positive parameter .

h(x) = x— (Mx)P —

1
Lemma 2.1. Let R,.M > 1, and x; = (ﬁ) -

B—1
) Ifp>1 and MP > % (%) , then System (1.1) has no boundary

equilibrium points.

B—1
(i) If0O<P<lor (B > 1 and MP = % (%) ) , then System (1.1)

has one boundary equilibrium.
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ﬁﬁ)lfB>>1andAlB<:%(ﬂij%gﬁin)ﬁ_athenSynan(L])hasnvobound-
ary equilibrium points Ex, = (X1,0) and Ez, = (X2,0), such that X; < x; <
Xy, and
_ 1 B
X1,2 el= <IM7MBI> C(O,l) (23)

Proof. 1f0 < < 1, then A”(x) > 0. Since h(0) < 0, by the convexity and continuity
of the function 4 (x), we conclude that function 4 (x) has exactly one zero, i.e., there
exists one boundary equilibrium.

If B > 1, then #”(x) < 0. Since h(0) < 0, by the concavity and continuity of
the function /4 (x), and given that it has one positive stationary point, three cases
are possible: i (xs) > 0, h(x;) =0, or h(xy) < 0, corresponding to two, one, or no
boundary equilibrium points, respectively. Notice

= < 1<(B—1)R(R—1)>Bl.

h(xs) = 0<:>MB =
< > | B p

From (2.2) we conclude that
Mx)P=x———
(M) == =)
1.e.,
%> 1
x> ——.
R(R-1)
Also from (2.2), we conclude that X — (MX)B > 0, hence
B
MP <x =T <M P=x<MFI.
=
Since MP-1T < 1, (2.3) is satisfied. ([l

Example 2.1. For M =2, R=5 and B = 0.5, and from (2.2) we obtain one bound-
ary equilibrium Ex = (2.0988,0).

Example 2.2. For M = 1.2, R=3.5, and B =2, we have MP =144 <2.1875=

_ _\ B!
% (% , and hence there are two boundary equilibrium points. Fur-

thermore, from (2.2) we obtain that the boundary equilibrium points are Ex =
(0.144,0) and Ex, = (0.552,0).

B-1
Example 2.3. For M =+/3,R=4, and B =2, we have MP = % (%) _

3, and hence there is one boundary equilibrium. Furthermore, from (2.2) we have

Ef: (é,O) .
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Example 2.4. For M =12, R=2.5, and P = 2, we have MP = 1.44 > 0.9375 =
1 ((B—I)R(R—1)>B_l
p p

, and there are no boundary equlibrium points.

If y #0, then System (1.1) has an interior equilibrium E, = (%, (%)B R%R__zl) — 1)
for
M\PR(R-1)
—) 22, 2.4
(%) Seats 24
Notice that (2.4) implies *8=1) > 0, which, together with R > 1, implies that R > 2.

The following lemma describes the conditions for the existence of an interior
equilibrium point.

Lemma 2.2. System (1.1) has an interior equilibrium E = (%, (%)B % — 1>
if

(i) M>R>2and P > 0;
(i) 1 <M <RandP <Pe="22

1

Proof. (i) From (2.4) we obtain % > (R(%_j)) B. Since, R&ifl) < 1, condition (2.4)

is true whenever M > R.
@) If1 <M < Rand R > 2, then 0 < % < 1, hence from (2.4) by taking the
-2

logarithm of the last equality we obtain B1n (%) > —1In m, and from 0 < % <1

the statement follows. O

3. LOCAL STABILITY OF EQUILIBRIUM POINTS

The map associated with System (1.1) has the following form

1 (Mx)P
T( X > _ R(R—1) + 1+Rxy . 3.1
Y Rxy

_ 1
Notice that T ( 2 ) = ( R(R=1) ) for y > 0 and n > 1, and that the y-axis is an
0

invariant set under the mapping 7.
The Jacobian marix of the map 7" defined by (3.1) is:

BB Ry Ry _RMBiBT
Jr(x,y) = (14+Rxy)* (1+Rxy)”
Ry Rx
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3.1. Local stability of boundary equilibrium points

The Jacobian of the map T at the boundary equilibrium points Ex = (%,0) is

given by
BMBxB-1  _RMPBxBH!
J(X,O) = )
0 Rx
whose eigenvalues are
A = Rx and A, = pMPxP-1.
Notice that Aq, Ay > 0.

Case0 <P <1:
For B € (0,1), we have A; > 1 and A, < 1, hence the boundary equilibrium is
unstable (a saddle point). Indeed, from (2.2), i.e.,
1
Y- (M% p_ 1
¥ (MY = =1y

since R > 1, we conclude
x— (Mx)P >0,
SO 5
x> Mo =3P >MP—=x> M5,
B
Also, since % > 0, it follows that M =P > 1 because M > 1, and thus we conclude

B
that x > M-8 > 1. Therefore, A; = Rx > 1.
Consider the second eigenvalue A,,

B 1
O
XR(R-1)
To prove that A, < 1, assume the contrary, i.e., that A, > 1. Now
p p 1
S N PR N -
P=SRE=1) P=1> S r®=1)
which is impossible since B — 1 < 0 and B__L__ > 0. Thus, we have shown that

X R(R-1)
the boundary equilibrium is a saddle point.
Case 3 > 1:

In the following analysis, we consider the cases of one and two boundary equi-
librium points.

1) First, assume that A(x,) = 0.
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Then there exists one boundary equilibrium Ez = (¥,0) = (x,,0) with X = x; =

1
(ﬁ) " such that
—B

— <X < MPFT,

RR—1) 7
The Jacobian of the map T at this equilibrium has eigenvalues A; = Rx and A, =
BM Bx? = 1. This implies that Ex is non-hyperbolic. It is obvious that Ex is
unstable if A; > 1. If A; < 1, or equivalently 1 — Rx > 0, note that the eigenspace
E* is in the direction of the eigenvector

(i )

Also, the positive x-axis is invariant under the map 7 and it is in the same direction
as the eigenspace E€. Thus, the positive x-axis is a center manifold W€, so the
boundary equilibrium Ex of the map T is stable, but not asymptotically stable.

If we make the substitution %

L) = p_ 1 ((B=DRER-D\P" p_1p
h(xs) =0<=M B( B ) =M Bt

— pMP =P,

=t, then we have

1.e.,

1 (.
o = AT B-1). (3.2)

Now, by (3.2) we have

1
1 \B1
M<l<e<=x,R=|—= R<1
pmP

1
— (t’(ﬁ’l)) ""TRe<le=1'"R<1e=R<1

That is, we get

t PB-1)(R-1) 21
A 1 I<=—=-—-- R>——.
1 <l < <R B — K> B—l
B—1
Sofor|3>1conditionsR>%andMB:é(%) imply A; < 1.

Example 3.1. If f = 2, then R > 3, so let R =3.5, M = \/2.1875. Then x; =

1
(ﬁ) " =0.2285714286, h(x,) = Bty -zl =0 and xR =0.8 < 1.
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If A; = Ay = 1, i.e., if X satisfies the following three equalities:
1
R(R—1)
the equilibrium Ez = (X,0) is a 1-1 resonant fixed point of 7. From the reasoning

2B

B—1
aboveif Rx=1,then R= B ie,B= 1 . Also, from MP = B(W)

Rx=1, pMPxP—" =1, x— (Mx)P = (3.3)

we obtain
R-2

R—2\*®T &4
M=|-—) R .
R-1

1
Example 3.2. If we take R =3, then =2, M = (% (3)1> P = \/g ~ 1.225, and

X=x5= % The Jacobian matrix at the boundary equilibrium point Ex is

J(x,0)= ) = ,
0 1 0 1

with eigenvalues M 2 = 1.

A=

2) Now, assume that /(x;) > 0.
In this case System (1.1) has two equilibrium points Ez, = (X1,0) and Ex, =

B-1
(%2,0) such that ¥ < x, <X, ie., MP <} (%) — a(R,B).
Using BMBXE_I =1,ie, (M)cs)B =¥ we get

p
B 1
h(xs) > 0 <= x; — (Mx;) TRER=T) >0
Xs 1 B 1
TR TRER-1) TN B-IRER-1)

The eigenvalues of the equilibrium points Ex,, i = 1,2 are A »(X;), where A, (X;) =

_ _ _p- BxP _ . _
inandlz(xi):BMB B 1:BMT’:%(_XI—m) 1.€., )\‘Z(xl):B(l—Wlle_l)

A2 (%;) is a strictly increasing functions of X; (7”2 %) _ xﬁz RR-T) > 0), and

B—1
Ao (xy) = PMPB-1 = BB <1> a —1.
S s BMB

Now, from X, > x; it follows that A,(X2) > Ax(xy), i.e., Ap(¥2) > 1. Similarly,
X1 < x; implies 7»2(%1) < 7\.2()6&), i.e., 7\,2(}1) S (0, 1).

).
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) which

Further stability depends on A;(¥;) and classification depends on /(%

determines where % lies.
1 1 1\" 1 R-2 M\P
hl=|==—(M=) — = — =
R R R R(R—1) R(R-1) R
:L RB-1 R-2 “MBY .
RB (R—1)

Let us define the threshold value b(R,3) by
RB 1R—
bir.p) = {

=1 1 , R>2,
non-positive, 1 <R <2,

and observe that 5(R, ) > 0 for R > 2, whereas for | <R <2 we have b(R,[3) <0.
The order of points X; < x; is satisfied since X is the unique zero of function
h(x) on the interval (0,x,). If h(%) > 0, then ¥; < % or equivalently A; (¥;) < 1.
Indeed, since h(x) is an increasing function on the interval (0,x,) and since X; is
the unique zero of /2 (x) on (0,x;) that means that if 2 (%) > 0, then the value & is
on the right side of X, i.e., X| < %, i.e

h (Ile) >0 < MP < b(R,p).

Stability of the smaller root X; can be analyzed in two cases.

In the case R > 2 (threshold b(R, B) exists) if MP < min{a(R,B),b(R,B)}, then
A1(X1) < land A5(%;) < 1. Consequently, the equilibrium (%;,0) is locally asymp-
totically stable. Note that sinceM > 1 then b(R,B) > 1 must hold. If MP = (R B),

then for one of X; we have X; = 5 i.e., A1 (X;) = 1. Moreoverif R < ZBB ! then < Xg
and the equilibrium with X = + is the smaller root X;. Butif R > ZﬁB 11 s then > X

\—‘ >c\

and the equilibrium with X = % is the larger root %,. If 0 < b(R,B) < MP < a(R B),
then h (%) < 0 which implies X1 > % i€, A (%)) > 1and A, (%) < 1, and (¥,0) is
a saddle point.

In the case 1 < R < 2, we have b(R,B) < 0, and consequently /2 () < 0, which
implies X; > %. Hence, A;(X1) > 1 and A2 (X;) < 1, so the equilibrium (x;,0) is a
saddle point.

For the larger root X, A2 (%) > 1 always holds and generically A (x;) = Rx, > 1.
Hence (X,,0) is always unstable. But A,(X;) can be equal to 1, i.e., Rx; = 1 if

MP =b(R,B) and R > Z[E 1] , and (X2,0) becomes non-hyperbolic.

The previous consideration proves the following lemma.
Lemma3.1. LetR> 1,.M > 1,

(VT rpy = L (BDRER= DY _paRe2
xs_(BMB> ,a(R,B)—B< B > and b(R,B) =R R 1
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The following statements hold:

(1) If 0 < B < 1, then there exists a boundary equilibrium Ex = (X,0), which
is a saddle.
(2) If B> 1 and MP > a(R,B), then there is no boundary equilibrium points.
(3) If B> 1 and M® = a(R,B), then there exists a boundary equilibrium Ey =
(x,0) = (xy,0), which is non-hyperbolic with one eigenvalue equal to 1.
@): IfR > 2[3[3%11 then E,_ is stable.

@ii): IfR = % then E_is a 1-1 resonant fixed point.

(iii): IfR < 2[?%11 then Ey, is unstable.

(4) If B> 1 and MP < a(R,B), then there are two boundary equilibrium points
Ex, = (%1,0) and Ex, = (x2,0), where X < x; < Xp.
@(i): If R > 2 and MP < min{a(R,B),b(R,P)}, then
A (X1) < 1 and M (X)) < 1 and point the Ex, = (x1,0) is a sink,
A (X2) > 1 and My (X2) > 1 and point the Ex, = (X,,0) is unstable.
(ii): If R > 2 and MP = b(R,B) and R < 2[5:11 , then
M (%1) =1 and Ay (X1) < 1 and the point Ex, = (X1,0) is non-hyperbolic,
A1 (X2) > 1 and My (x2) > 1 and the point Ex, = (X,,0) is unstable.
(iii): If R > 2 and MP = b(R,B) and R > z[fjf, then
A (X1) < 1and My (%)) < 1 and the point Ex, = (X1,0) is a sink,
A (%2) = 1 and Ay (X2) > 1 and the point Ex, = (X2,0) is non-hyperbolic.
(iv): If R >2and 0 < b(R,B) < MP < a(R,B), then
A (X1) > 1 and My (%)) < 1 and the point Ex, = (X1,0) is a saddle,
A (X2) > 1 and My (X2) > 1 and the point Ex, = (X2,0) is unstable.
(v): If 1 <R <2and MP < a(R,B), then
A (X1) > 1 and My (%1) < 1 and the point Ex, = (x1,0) is a saddle,
A (X2) > 1 and My (%2) > 1 and the point Ex, = (X2,0) is unstable.

B—1
Example 3.3. [fR=4andp =3, thena(R,B) = } (%) — 8 p(R,B) =

RP-1B=2 — 32 ana MP < 32 = M < /32 ~2.20285. For M = 2.2 < b(R,B) the
equilibrium points are (0.105,0) and (0.251,0) with Ay (X;) = 0.3656, A (X)) =
0.2674, A1 (%2) = 1.00117 and Ko (%) = 2.00117.

3.2. Local stability of interior equilibrium points

From the point of view of application, the investigation of local and global sta-
bility of the interior equilibrium £ is particularly important. The Jacobian matrix
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of the map T at positive the equilibrium point E is

MP pB(1+3)—y MP 1

Jr(E)=| B 007 SR |
Ry ]
where y = (%)B Rgf:;) — 1. If we make the substitution 1 +y = A, then A =

(%)B R%:l), and A > 1 holds. Now the Jacobian matrix of the map 7T at the posi-

tive equilibrium point £, becomes

R-2 1 1 _R-2
E2(B—1+1) —Lghs
Jr(Ey) = < R 1R((A_1) A) ARl(R ) ) (3.4)

The characteristic polynomial of the matrix (3.4) is

P\ =N —trJr (EL)A+detJr (Ey),

where
R-2 1
E)=14— — 14—
trir (Ey) +R_1<B +A>
and
R-2
E)=pf——-.
detJr (E) BR—]

The eigenvalues of Jr (E) are

s (A )= (S (o)) i)

Lemma 3.2. I[fR > 2 and B > 0, then System (1.1) has a unique positive equilib-

rium point E, = (1%7 (%)B Rgf:;) — 1) , which is:

(1) locally asymptotically stable if B < Bo,
(2) a repeller if B > Bo,
(3) non—hyperbolic with conjugate complex eigenvalues if B = Po,
where
R—1
BO = R_2 (: Bcritical) .

Proof. (1) The equilibrium point E; is locally asymptotically stable if the next
three conditions are met

() 1—trJr (EL) +DetJr (E4) >0,
(i) 1+1rJr (EL)+DetJr (E4) >0,
(i) 1—DetJy (E;) > 0.
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The condition (i) is equivalent to

R—2 1 R—2
1= (1+—=(p—1+—
(14525 (B-1+7) ) 48— >0

<:>R_2 A-1 >0
R—1 A ’

which is true since R > 2 and A > 1.
Let us now consider condition (ii):

R-2 1 R-2

R-2 1
=24+ —| 2P+ -1 0.
+R—1<B+A >>
R-2

Since 5=5 = ¢ > 0 we get

1 2
<:>2B+X—1>—f
1 R—1
= _—>-2——+41-2
A> R—2+ P
1 R
—_—>-—— 2
A> R-2 B

The last inequality is true because }1 >0,R>2,and B > 0.

From the condition (iii) 1 — Bllg—j > 0 must hold which implies B < g—:;. So,
this part of the lemma holds.

(2)If B > =L then detJy (E;) > 1 s satisfied. Also, since 1+ DetJ7 (E.) >0,
the other conditions for the repeller coincide with the first two conditions from (1),
and it has been shown that they are satisfied.

(3) Let now B = 2=J. Notice p = £2251 = 14 715 > 1 for R > 2. Then
1 (A-1
TI”JT (E+) =2— B (A)
and
De[JT (E+> =1.

The eigenvalues of Jr (E) are

o A-1 A1) (4AB—(A-1))
A =1- 24 248
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and

B A—1\* (A—1)(4AB—(A—1))
naf = (-5 ) (2457

A—1 [A=1\? (A—1)4AB—(A—1))
AB +<2Al3) - (24B)*

A—1 (A-1\> A-1 (A1)
AB 24P AB 24P
so E is non-hyperbolic equilibrium point. Also, (A —1)(4AB—(A—1)) > 0 for
A >1andf > 1. Indeed,

—1—

4AB—(A—1)=A(4B—1)+1>0

because § > 1. This leads us to the conclusion that in the non-hyperbolic case the
eigenvalues are always conjugate complex numbers. ([

There is no
interior eq. point

repeller

sink

R

FIGURE 1. Parametric spaces of local dynamics of the interior
equilibrium E; for M = 2 in the RB-plane.

Figure 1 shows areas of local stability of the interior equilibrium point £ in
the RB-plane for M =2, R > 2, and B > 0. In the blue area the equilibrium is a
repeller, in the green area the equilibrium is locally asymptotically stable and on the
red curve that separates them, the equilibrium is non-hyperbolic with eigenvalues
that are complex conjugate numbers. Figure 2 shows the equilibrium points (the
interior equilibrium E, or the boundary equilibrium points E%) that exist in the
corresponding regions for the same parameter values, i.e., M =2, R > 2, and § > 0.
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R

FIGURE 2. Existence of the interior equilibrium and the boundary
equilibrium points for M = 2 in the RB-plane.

Let us define
¥ ={(B,R,M):h(x;) =0AB>1AR>2AM > 1},
D= {(B,R,M) : B: Bcritical/\B >1AR>2AM > 1},

B
Q_{(B,R,M): <AI;I> RI(QR__ZI)—I—O/\[3>1/\R>2/\M>1}.

Let us note that for M = 2, ¥, ®, and Q correspond to the orange, red, and blue
curves, respectively, as shown in Figures 1 and 2. From (3.3) and the discussion
immediately below (3.3), it follows that ¥ and ® intersect at the 1—1 resonant fixed

1
points. Furthermore, by substituting B = Beirica into R = (BMP) PT, we obtain:

R R_IM% ﬁ—:i—l R— R_lM% R=2
~ \R-2 ; - \R-2

R—1 R-2
—R={—— MR
R-2

since B,M > 1, and R > 2. On the other hand, by substituting B = Byiricas into
(M)B R(szl)
R) R=

— 1 =0, we obtain:
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Ry et g (BE1) e
R-2 B \R-2 ’

since B,M > 1, and R > 2. This implies that ¥, @, and Q intersect at the 1-1
resonant fixed points.

4. NEIMARK-SACKER BIFURCATION

In this section, we prove that the system exhibits Neimark-Sacker bifurcation.
We discuss the existence of Neimark-Sacker bifurcation for the unique positive
equilibrium and compute asymptotic approximation of the invariant curve near the
positive equilibrium point £ of the System (1.1).

First we need to shift the positive equilibrium point to the origin. By change of
variable u; = x; — X and v, = y, — y the point (x,y) will be shifted to (0,0) and the
transformed system is given by

_ 1 MB(MH-E)B —
{ U1 = R(R-1) + 1+R(u+x) (v +y) X 4.1
vier = R(u +%) (v +5) — 3.

The corresponding map for this system is given by

1 MPutx)P
K( u ) _ < RE-D) T TR0 X ) 4.2)
v R(u+x)(v+y) =y

and the Jacobian marix of the map K at (u,v) is

MB Bu+x)P L (14+R(u+%) (v+3) —(u+x)PRO+Y)  MPR(u+x)P!
Jk (u,v) = (1R (u+x) (v+5))” (1R (u+%) (v+5))”
R(v+Y) R(u+x)

For the point (0,0),

MB B! (1+R%y)—%PRy  MBRxP+!

Jx (0,0) = (1+Rxy)* (1+R%)*
Ry Rx
Bpl-B( B _ ¥ ) _MP_ 1
- M"R (‘W (1+y)* RP (1+3)°
Ry 1

Using substitutions A =y+ 1 i.e., A = MBRI*B% and A > 1, the above matrix

becomes
R-2 B_1+L 1 R
T (0,0) = R—1 ( A) AR(R-T) (4.3)
R(A-1) 1
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with the corresponding characteristic equation

2 (pyR=2(g 1 k=2 _
A <1+R_1 B 1+A x+BR_1_0,

and eigenvalues

BA(R—2)+R+A—2+i\/4A?B(R—2)(R—1)— (BA(R—2) + R+A—2)’

A = 2A(R—1)

Furthermore, we have

MBI =1B) AB) =By ie. )| =By (4

To study Neimark—Sacker bifurcation, we need the following lemma.

Lemma 4.1. Let Ag = MﬁORl_ﬁo%, R>2,M>1,and By = %.Then K has an
equilibrium point at (0,0) and the eigenvalues of the Jacobian matrix of K at (0,0)
are \ and A, where

_ ZB()A() — (A() - 1) +iA

A(Bo) 2Podkg 7

and

A=/(Ag— 1) (4Bodo — (Ao — 1)).
Moreover, M(Po) satisfies the following:
(a) M (Bo) # 1 for k=1,2,3,4;
(b)d =d(Bo) = i5IMB)ljg_p, = stk > O
(c) The eigenvectors associated to MPo) are

aBo= (1 R )

and

_{ 4BoAo—(Ag—1)+iA iA
p(Bo) = ( TR R )
such that Sq(Bo) = Aq(Bo), p(Bo)S = Ap(Bo) and p(Bo)q(Bo) = 1, where S =
Jk (0,0)]5_g, -

Proof. Let Ag = MPR'=PoB=1 'R > 2 and By = Z=1. Notice that Ag > 1 and By =

1+ 715 > 1. Then for p = By from (4.3) we obtain
Ly 1 1
S=Jg (070)‘[3:[30 _ Bo ' Bodo BoAoR
R(Ap—1) 1
and the eigenvalues of the matrix S are

A(Bo) = 2B0A0 —2([2)2; 1) HiA

(4.5)
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where

A= /(Ag—1) (4BoAo — (A9 — 1)).

R-2 —1R-2
=1
A(Bo) \/Bo \/R SR-1 - b

and notice that A(Py) # 1 since Ag > 1, R > 2 and Py > 1. By straightforward
calculation for f = By we obtain

From (4.4) we have

(Ao —1)2+2BoAo(BoAo — 240 +2)) | .(2BoAo —Ao+1))A
b= 25343 B T
30+ (2BoAo—Ag+1) (Ao — 1)*+ BoAo (BoAo — 4A¢ +4)))
A (BO) - 2B3A3
0“0
A(BoAo—Ao+1)(3BoAo—Ao+1)
2B
7\‘4([30) —1— (AO - 1) (AO (ZBO _;%::41)2 (4[30140 _AO + 1)
00
.(2BoAo — Ao+ 1)) ((Ao — 1)*+2BoAo (BoAo — 240 +2))) A
+1 .
2834

One can see that [A(Bo)| = 1 and A*(By) # 1 for k = 1,2,3,4. Indeed, assume
that the imaginary part of A% (Bg) is equal to zero ie., 2BpAo—Ap+1=0 or
equ1valentlny = 0. Then we get Ay = —&=2 < 0 which is impossible, so
A% (Bo) # 1. Also, let us assume that the imaginary part of 7\,3 ([30) is equal to zero,
i.e BoAo—Ag+1=0or 3[30A0 —Ap+1=0. Using Bo = =] then from the first
condition we get that AO —Ap+1 =0, or equivalently AO = —(R—2). From
the second condition SBOAO —Ap+1 =0 we get that 3A0 —Ap+1=01ie.,
Ap = 2R 1 In both cases Ag < 0 which is impossible. So, 7\.3([30) = 1. And from
the previous conclusion, it follows that A*(Bg) # 1 as well. From (4.4) we get

d R-2 R—-1
ap P =2k =1\ BR=2)
and
d R-2
IBM(B)MBZBO “2R-1)
Vectors

- s )
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and
_ ( 4BoAo—(Ao—D)+iA iA
P(Bo) = ( 24Podo—(Ao-T))  R(Ao—T)(@Boo—(Ao—T)) ) )
where
A= /(40— 1) (4Bodo — (A0 — 1)),
satisfy pS = Ap, Sq = Aq, and pq = 1, which is easy to verify. O

Let B = Bo + M, where m is a sufficiently small positive parameter and dff = dn.
From Lemma 4.1, we can transform System (4.1) into the normal form

K (B.x) = K (B.x)+0 (IxI).

and there are smooth functions a (B), b (B) and ®(B) so that in polar coordinates,
the function X (B,x) is given by

r\ [ B)l-a@)r
6 ) \6+aP)+b(B)r2 )

Now, we compute a (Bo) following the procedure in [9]. Notice that B = By if and
only if 1 = 0. First, we compute K>, K11 and Ko defined in [9]. For B = By, we

have
u u u
V v V
where

1 MPo (utx)Po - 1 1 1
H ( u ) _ | R T TR@05) T BoARY T (1 TR T M) u
v R(u+x)(v+y)—y—v—R(Ag—1)u

System (4.1) is equivalent to

o2 )=s () ( )

AT
Define the basis of R? by ® = (q,q), where q (Bo) = ( 1 R=4o=iA) ) .

2
We can represent

u Z _ Z —_
=P _ :(qvq) _ =qz+qz
v Z Z
1 1 )
=\ ro-ap—in) T\ RU—agrin) |2
-2 -2

Z+z
T | R((1-Ag—iA)z+(1-Ag+iA)Z) |
2
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< 1 2 2= 3
Let H (d)( B )) =3 (gzoz +2g11zz—|—g02z) +0<]z| ) We have
Z
H

z z+z
(¢< . )) :H< R((]—Ao—iA)zz-&-(l—Ao-&-iA)Z) ) ’
H((b(Z))_(h](Z,Z) >7
Z hy (Z,Z)

where
! MPo(z+7+ L)k
hy (u,v) = R(R—1)+ R((1-Ag—iA)z+(1-Ao+iA)Z) 744
1+R( R +A0—1)(z+z+§)
1 1 (R((1—Ag—iN)z+ (1 —Ag+iA)7)
R ' BoAoR 2
1 1
—(1==—+—1(z+2),
(5t pota) €9
and

h(uy) = R(R(“‘AO"'A)Z;“‘AO”A)Z) +A0_1> (z+z+;>

CR((—Ag—iA)z+(1-Ag+iA)D)
2

92 z
mo=gzt(2( 1))

02 z
g“—azaz*’<q’<z)>

02 z
W—MH@<J)

R(Ao(Ao((Bo—4)Bo+2)+Bo(A4+3)—3)+A+1)
820 = )

—(Ao—1)

Denote iA = A. Since

(Ao—1)(z+2),

)

z=0

9

z=0

z=0
we get

AjBo
—R?(Ag—1+A4)

R(A0B%+A07[3071)
g1 = AOBO 5

R(AQ(A()((B()74) B0+2)7[.’)0 (A73)73)*A+1)
802 = )

A3Bo
R* (1 —Ag+A)
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and using
Ky = (7»21—5)_18207
Kn=0I-S) "¢,
) —1
Ko = <7v 1—S> 802,
we obtain
R(A3(4B3+Bo—1)—Ao(2B3(A+2)—3BoA+A—2)—Bo(3A+1)+A—1)
Ky = 2(Ao—1)(A0(3Bo—1)+1)
AR%(Ao(3Bo—1)+Bo+1)—R*(Ao(AoBo(2Bo(Bo+2)—5)+A0+2Bo (Bo+2)—2)+Bo+1) ’
A0(630—2)+2
K R
11 — 3
BoR*(AoBo—1)
and
R(A}(4B3+Bo—1)+Ao (2B3(A—2)—3BoA+A+2)+Bo(3A—1)—A—1)
Koy = 2(Ao—1)(Ao(3Bo—1)+1)

_ R*(A(Ao(3Bo—1)+Bo)+Ao(AoBo(2B0(Bo+2)—5)+Ao+2Bo(Bo+2)—2)+Bo+A+1)
Ao(6Po—2)+2

By using K39, K11 and Ky, and formula

o? z 1
= ——H|® — (K207* + 2K1 122+ Koo Z
821 32207 ( <Z>+2( 202" +2K1122+ Kooz ))

q21 = 3
ny

AR? (Bo (247 B3 +5A5B5 —7A3Bo—AG —TAoBj +1140Bo—4Bo+1) +(40—1)?)
2A030(A071)(3AB07A0+1)
B R2(4A3B—SA3B; +3A3B3 —3A3Bo-+9A0 B3 —2340B3+10A0Bo+ (Ao —1)>+4B3—7Bo )
2A0B0(3A0Bo—Ao0+1) )

z=0
we get

where

myp = —

_ R3(A3(Bo—1)(B(14Bo—3)—1)+Ao (B3 (3A—1)—4BoA+Bo+A—2)+(3Bo—1)(A—1))
my = Ao(6Bo—2)+2 .

Finally, we get



318 M. GARIC-DEMIROVIC, D. KOVACEVIC

If (X,) is fixed point of T, then the invariant curve can be approximated by
(5= (5 ) oo (ae) i (3 (o) ).
d= %M@
&0,

p():\/%,GGR.

Therefore, we have proved the following result.

where

Theorem 4.1. Let R>2, M > 1, Ag = MPR'"PoR=] > 1 By = B=1 and E, =
(%,MBRI_B% — 1). Then there is a neighborhood U of the equilibrium point
E. and m > 0 such that for |B—Bo| <M and (x_1,x0) € U, the w-limit set of the
solution of System (1.1), with initial condition (x_y,xo) is the equilibrium point E .
if B < Bo and it belongs to a closed invariant C' curve I encircling the equilibrium
point E, if B > Bo. Furthermore, I' (o) = 0 and the invariant curve I" () = 0 can
be approximated by

2/2BPBojeos(t) 1
X1 R R
( X ) = (%)ﬁR(Rfl) 1+ \/2([5—[50)((1—%Z)COS(IHAsin(t)) +2(Ao[30%10)(57130)

R—2
B—po [ A(240B3+3Bo—Y)sin(2r) | (Ao(4B3+Bo—1)+Bo+1)cos(2r) ’
. R T(Ao—T) + T4, +
Bo—B <(A(Y+Bo))Sin(2f) + (Ao(A050(250(Bo+2)*5)+A0+250(50+2)*2)+Bo+1)005(21)) ’
B2 Y Y

where

A=+/(Ao—1)(4BoAo — (Ao —1)) and Y =A(3Bo—1)+1.
The simulations in the following example confirm our results.

Example 4.1. For R=3, M =2, we obtain o =2, E; = (8/3,1/3), and a (Bo) =
—9/2. Since a(Po) < 0, by changing the value of the parameter B from B < o
to B > Po, supercritical Neimark-Sacker bifurcation occurs of the critical value.
Figure 3 shows the bifurcation diagrams ((A),(C), and (E)) and the corresponding
Lyapunov coefficients ((B),(D), and (F)) for the map T. We compute the numerical
calculation of Lyapunov exponents with 1000 iterations and (xo,yo) = (5.4,3.4).
If B =2.01 > Bo a unique closed invariant curve T encircles the equilibrium point
(see Figure 8((C),(D)), which is a stable invariant curve (black). This means that
the average quality of the individuals and population size at t generation will even-
tually form a cycle.

Figure 8(A) shows trajectory with initial value (xo,yo) = (0.33,1.7) (blue) and
Figure 8(B) shows the trajectory with initial value (xo,yo) = (0.43,2.3) (red), and
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0.002

-0.002

-0.004

0.002

L L
2325 2330 .335 2.240

-0.002

-0.004

2320 2328 2330 2335 2340

(E) (F)

FIGURE 3. Bifurcation diagrams in the (B,x,)-plane (left) and
corresponding Lyapunov coefficients (right) for the map 7.

all for B =2.01 > By = 2. Figure 8(E) shows the trajectory with initial value
(x0,y0) = (0.4,1.7) (blue) and B = 2.4 > Py, and Figure 8(E) shows the trajectory
with initial value (xo,yo) = (0.4,1.7) (green) and B = 1.95 < Bo. Figure 4 shows
a family of attracting curves for B € (2,2.1) that form a paraboloid.

The eigenvalues . at the fixed point (0,0) of the map K are of the form A = ¢™®

%and0<e<%. Thus, in the case R =3 and M = 2,

6(2/3)P(B+1)+1
24(2/3)B

with © = arccos

the eigenvalues are A = € with © = arccos , and Figure 5 shows the
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xq ‘_.\" ) Tt ——
035~ 1 T

A A
0.30,° |
“

-l
2020

FIGURE 4. Attracting curves for M = 2, R =3, and B €

(2.00,2.02).
28 27
n cos~ (25 35 (22 30 (b4 1)41)) N
15L -
1wl —_—
. . . . B
10 1.2 1.4 18 13 20 22 24

FIGURE 5. Minimal possible period for a periodic orbit in a

neighborhood of the fixed point (0,0) for the map K (R =3 and
M =2).

minimal possible period for a periodic orbit in a neighborhood of the fixed point
(0,0) for the map K .

Figures 6 and 7 show the times series plots of the components x, and y,, for the
map T.
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(A) (B)

FIGURE 6. Time series plot of the components x, ((A)) and y,
((B)) for the map T, when R =3, M =2, B = 1.5, with initial
values (xp,yo) = (0.3,2.26)-red, (xo,y0) = (0.4,2.26)—green, and
(x0,¥0) = (0.3,1.7)-blue, and eguuilibrium (x,,y,) = (¥,y) = E+—
purple (sink).

(A) (B)

FIGURE 7. Time series plot of the components x, ((A)) and y,
((B)) for the map T, when R =3, M = 2, B = 2.1, with initial
values (xo,y0) = (0.3,1.5)-red, (x0,y0) = (0.3,4.5)-green, and
(x0,y0) = (0.3,0.8)-blue, and eguuilibrium (x,,y,) = (%,¥)) =
E ., —purple (repeller).

5. CONCLUSION

In this paper, our analysis is based on two fundamental assumptions: that the
maternal effect is nonlinear and that it has a defined minimum value. The nonlin-
ear maternal effect plays a crucial role in shaping population dynamics, as even
small changes within the population can lead to substantial alterations in offspring
quality. This non-linearity can also give rise to multiple equilibrium points, which
may be either stable or unstable, thereby influencing the overall growth regime of
the population and increasing the likelihood of bifurcations.
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FIGURE 8. Trajectories (a), (b), and (d) for M =2, R = 3, and
B =2.01, with initial values (xo,yo) = (0.33,1.7) (blue), (x9,y0) =
(0.43,2.3) (red), and (c) the stable curve I'. Trajectories for (e)
M =2, R =3, and B = 2.4, with initial value (xo,yo) = (0.4,1.7)
(blue), and (f) M =2, R =3, and B = 1.95, with initial value
(x0,¥0) = (0.4,1.7) (green).
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The minimum quality, in turn, sets a lower bound on offspring quality, ensuring
the persistent existence of individuals and reducing the risk of extinction. By pre-
venting extreme values that could drastically alter the system’s dynamics, it also
influences the occurrence of bifurcations. When combined with the nonlinear ma-
ternal effect, the minimum quality contributes to the formation of stable invariant
curves, supporting predictable and structured population dynamics. The existence
of an invariant curve means that the average quality of the individuals and popula-
tion size at ¢ generation will eventually form a cycle.

To operationalize this concept within the model, an additional assumption was
introduced: the minimum quality k is defined as the quality at the equilibrium point
divided by the maximum rate of numerical increase R. This implies that species
with higher potential growth rates correspond to a lower minimum quality. Within

the model, k is thus replaced by the expression ﬁ, a convenient form that

facilitates the analysis of bifurcation behavior. Without this assumption, & would
need to be introduced as an additional parameter, increasing the complexity of the
system and potentially preventing the occurrence of certain bifurcations.
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